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Abstract

Data-driven decision making is becoming an integral part of manufacturing com-
panies. Data is collected and commonly used to improve efficiency and produce
high quality items for the customers. IoT-based and other forms of object tracking
are an emerging tool for collecting movement data of objects/entities (e.g. human
workers, moving vehicles, trolleys etc.) over space and time. Movement data can
provide valuable insights like process bottlenecks, resource utilization, effective
working time etc. that can be used for decision making and improving efficiency.

Turning movement data into valuable information for industrial management
and decision making requires analysis methods. We refer to this process as
movement analytics. The purpose of this document is to review the current
state of work for movement analytics both in manufacturing and more broadly.

We survey relevant work from both a theoretical perspective and an appli-
cation perspective. From the theoretical perspective, we put an emphasis
on useful methods from two research areas: machine learning, and logic-
based knowledge representation. We also review their combinations in view
of movement analytics, and we discuss promising areas for future devel-
opment and application. Furthermore, we touch on constraint optimization.
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2 Movement Analytics

From an application perspective, we review applications of these
methods to movement analytics in a general sense and across
various industries. We also describe currently available commer-
cial off-the-shelf products for tracking in manufacturing, and we
overview main concepts of digital twins and their applications.

Keywords: Trajectories, Machine Learning, Logic, Overview
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1 INTRODUCTION 1

1 Introduction

Manufacturing is a large and complex process, and significant resources are required
to efficiently produce goods that meet quality standards. There are many challenges
such as in the areas of quality control, fault detection, maintenance, planning and
logistics. Companies need to simultaneously maximize sales revenues, minimize
production costs and maximize customer service levels, all while providing high
standards of quality [7]. Data analysis can provide valuable insight by diagnosing
problems and informing decision-making to improve processes [112, 175, 7].

IoT-based and other forms of object tracking are an emerging tool for data collec-
tion, capable of capturing vast quantities of data. These systems typically involve
fitting ‘tags’ to people or objects and collecting position information over time.
Other systems use computer vision to record location and activity. Some systems,
including Embedded Intelligent Platforms [64] have smart tags that exchange infor-
mation between each other. This provides additional data on the state and action of
objects/entities during their trajectories. The movement and trajectory data acquired
by these systems over time can be turned into valuable information for industrial
management and for automation and algorithm design.

To extract knowledge from this tracking data, we need analysis methods to process
the data and provide meaningful solutions to decision-makers. We refer to this pro-
cess as movement analytics. While many modeling techniques and algorithms exist
for analyzing tracking data, more work can be done to better apply them in a man-
ufacturing context. There are many challenges to overcome working with tracking
data, such as noise and missing data. Furthermore, the sheer volume of data can be
difficult to manage.

The purpose of this document is to review the current state of work for movement
analytics both in manufacturing and more broadly. We present relevant work from
both a theoretical perspective (useful methods and algorithms) and an application
perspective (current implementations in manufacturing and other industries). Before
going into the details, it is helpful to set the stage and characterize the kind of issues
we had in mind while preparing this review and the methods that we think are relevant
to address them.

Problem Space

The movement analytics problems we are interested in solving contain four key ingre-
dients. Firstly, we are interested in solving advanced movement analytics problems.
Secondly, we focus on problems that involve movement, so problems that make use
of data that tracks objects or people are in scope. Thirdly, we are interested in prob-
lems where the state of an object is important. Finally, we are interested in problems
that are relevant to manufacturing, though we broaden our scope to include problems
from other application areas if we can see how they could arise in a manufacturing
context.

In this review, we focus on complex problems that require advanced movement ana-
lytics methods. Analyzing trajectories can be straightforward, such as tracking an
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object over time and some simple data aggregation, e.g., deriving speed as movement
over time. However, we are more interested in problems that require sophisticated
data analysis and/or integrating additional knowledge or information sources. See
Bian et al. [36] for a related overview. Specifically, we focus on problems that
combine the use of trajectory data and state information.

A core part of the problems we are interested in solving is that they involve trajec-

tories. Following Zheng [272], a (spatial) trajectory is a trace generated by a moving
object in geographical spaces, usually represented by a series of chronologically
ordered points, e.g., 𝑝1 → 𝑝2 → ·· · → 𝑝𝑛 where each point consists of a geospatial
coordinate set and a timestamp such as 𝑝 = (𝑥, 𝑦, 𝑡) (or 𝑝 = (𝑥, 𝑦, 𝑧, 𝑡)). It is by having
such a trajectory that we restrict to problems that involve movement.

The meaning behind an object’s trajectory is inextricably linked to its state. The state
of an object could refer to the type of object, e.g. a forklift or a worker, or a certain
property of an object, e.g. a truck that is full or empty of cargo. On the one hand,
knowing what type of object traces a certain trajectory allows for inference of the
meaning behind its movement. For example, knowing that a truck has traveled from
a manufacturing plant to a warehouse could help us infer that it contains finished
products. On the other, the trajectory itself could be used to infer the state of an object.
For example, trajectories of objects that visit the canteen or toilets could be inferred
to be humans. A good example of a class of problems that make use of trajectories
and state are those that require behavioral analysis (see Lei [138] for an overview).

Examples of potential manufacturing processes that require (anomalous) behavior
analysis are searching, shuffling, and reworking. Searching behavior is when a worker
looks for a misplaced item, something which could be detected from their trajectory
if they are circling or revisiting places within a short period of time. Shuffling and
repacking behavior occur when a production facility is not well organized and more
reorganization than necessary is required when new items come into the storage area.
Again, this could be detected by analyzing trajectories of products which would be
useful for identifying inefficiencies in storage processes. Reworking refers to when
something goes back and forth between work stations because it does not pass qual-
ity control requirements. Identifying which parts or workstations are involved in
reworking could help identify problems with the manufacturing process.

It is these kinds of problems we had in mind when conducting this review. Next we
describe the scope of methods we investigated for solving them.

Methods in Scope

Confining the scope of methods narrowly to “(indoor) movement manufacturing”
bears the risk of missing technology that is potentially useful, even if not directly
or obviously related. We therefore considered, more generally, methods for spatio-
temporal data analysis as relevant, and included them guided by the following
criteria:
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Indoor vs. any location type. While most of “manufacturing” happens indoor, we
include problems and methods that carry over independent of location type, e.g.,
anomalous behavior patterns.

Manufacturing vs non-manufacturing specific. While our key application area is
manufacturing, we include problems outside of manufacturing if they could be
transferable to a manufacturing context. For instance, flow analysis of urban
traffic, anomaly detection in maritime scenarios, robot movement planning,
and visual language navigation (Section 2.5.2) can provide structurally similar
phenomena and were considered in scope.

Movement vs non-movement. A paper or method can even be relevant if it is not
directly on “movement” but is utilized in documented movement applications. A
good example is temporal logic, which is movement-agnostic but can be used to
specify safety, liveness or planning constraints for robot (or any kind of) move-
ment. Another example are digital twins, which we see relevant for providing
simulated data sets for movement analysis.

We put an emphasis on two research areas: machine learning (ML) on the one
hand, and logic-based knowledge representation on the other hand. There is a his-
tory of using ML methods on trajectory data for various purposes, including behavior
classification, collision avoidance and identification of anomalous trajectories. ML
methods excel when there are huge volumes of data, but it is not always practical to
gather large data sets. Logic-based methods, on the other hand, can capture domain
knowledge and infer otherwise unknown information, but often do not scale well and
are labor intensive in design.

There are approaches that integrate ML and logic to make the most of them, in com-
bination. We will also review these combinations in view of movement analytics, and
we will offer some speculation about which ones seem most promising for future
development and application. Constraint optimization is another area we touch on, as
this area can provide optimal strategies for decision making.

Structure

This literature review is structured as follows. In Section 2 we review fundamen-
tal techniques for spatio-temporal data analysis from our application perspective.
We cover classical logic and knowledge representation as well as its probabilistic
extension, ML, trajectory methods, the integration of logic with ML and constraint
optimization. In Section 3 we review analytic techniques that have been applied to
movement data. In Section 4 we give examples of movement analytics across var-
ious industries and describe currently available commercial off-the-shelf products
for tracking in manufacturing. We also overview main concepts of digital twins and
their applications in manufacturing more generally. Finally, in Section 5 we give a
summary of the findings and offer some ideas for future research.

Figure 1 depicts a structured summary of the topics touched upon above.
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Commercial Systems

Digital Twins

Industrial Applications

Indoor / Any Location   
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Trajectories 

Object state and behavior 

Manufacturing

Problem Space

Fig. 1 A structured view of the topics of this review.

2 Fundamental Techniques

In this section, we review fundamental methods for analyzing movement and spa-
tial trajectories. We distinguish between methods based on classical logic and related
knowledge representation formalisms, probabilistic transition systems, and neural
network based ML. We first discuss these methods separately, which reflects the
(by and large) historical disjointness of their underlying research areas. Following
that, we turn to efforts of combining logic and ML. We also include an overview
of preprocessing techniques for trajectories, which are “fundamental” in the sense
that some sort of data cleaning or aggregation is often needed in preparation of any
of these methods. Finally, we give a brief description of the relevance of constraint
optimization to movement analytics.

2.1 Classical Logic and Knowledge Representation

Following common usage, classical logic refers to a family of formal logical lan-
guages that includes propositional logic and first-order logic. Propositional logic
supports formulas over Boolean variables, while first-order logic supports existen-
tially and universally quantified formulas over structured objects. Classical logic is
equipped with a standard (“Tarski”) semantics that enables push-button style automa-
tion of reasoning tasks like entailment (theorem proving) and consistency checking
(diagnosis). Classical logic and variations have many applications in computer
science [110].

However, propositional logic is often not expressive enough for knowledge represen-
tation in real-world applications, and, in general, first-order logic is not amenable to
efficient automated reasoning (important reasoning services like “theorem proving”
are not even decidable). This is why research in automated reasoning has developed
specialized reasoning procedures for specific applications or classes of applications.
A prominent and successful example is Satisfiability Modulo Theories (SMT) [25],
which generalizes propositional satisfiability solving (SAT solving) to more complex
formulas involving real numbers, integers, and/or various data structures such as lists,
arrays, bit vectors, and strings. SMT solvers typically only support first-order logic
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quantifiers in a restricted way, for decidable and efficient reasoning. Main applica-
tions are in software and hardware verification, but not so much in areas requiring
spatio-temporal reasoning.

In the following, we focus on specialized approaches that are relevant for movement
analytics.

2.1.1 Space and Time

Allen [6] introduced an influential calculus for qualitative reasoning on time intervals
(e.g., “interval 𝐴 overlaps with interval 𝐵”). It provides a composition table that can
be used, e.g., for consistency checking and for deriving implied temporal relations.
Allen’s calculus is, in fact, a certain relational theory that can be expressed in first-
order logic.

The family of temporal logics [99] provides operators for stating temporal relations
between worlds characterized as formulas (formula “𝐴 must hold before formula 𝐵”,
“Every request must eventually be acknowledged”). Temporal logics play a major
role in software/hardware verification and runtime verification [26]. For the latter,
temporal logic formulas typically specify safety (non-anomality) conditions to be
tracked during runtime, e.g., that certain milestones must be reached or resource con-
straints must be met within certain time limits [144]. Specific applications for robot
navigation planning and safety under temporal logic constraints have been proposed,
e.g., by Yoo et al. [265], Luna et al. [159] and by Li et al. [147].

The region-connect-calculus (RCC) enables qualitative spatial reasoning with sym-
bolic relations between regions (“connects with”, “overlaps with”, etc). Like Allen’s
temporal calculus, the RCC relations can be axiomatized in first-order logic. See
Cohn and Renz [59] for an in-depth overview. Galton [89] provides a more general
overview of qualitative combined spatial and temporal reasoning.

Ge et al. [91] describe a qualitative theory of object movements with a qualitative
spatio-temporal approach. Their main application is explaining causes for observed
changes of qualitative relations between composite objects changing shape over time
(e.g., towers of blocks forming an arc which then collapses). Li et al. [146] develop a
spatio-temporal logic that combines temporal logic with a spatial region calculus and
prove decidability properties. The logic is mainly motivated by verification of cyber-
physical systems (e.g., performance guarantees of train emergence braking system).
The paper also contains an overview of related work in that area.

2.1.2 Description Logics

Description logics [19] (DLs) are a family of knowledge representation languages
with first-order logic semantics. At their core, DLs support specification of ontologies

in terms of is-a and has-a relations. Much of the research on description logics is
fundamental in nature but is strongly motivated by practical applications. In contrast
to first-order logic, DLs variants are (mostly) designed so that important reasoning
services like consistency and query answering are decidable, i.e., they are guaranteed
to terminate with a (correct) result on any request.
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This lesser generality compared to first-order logic gives rise to numerous DL
variants that are tailored for specific purposes. For instance, extensions exist for RCC-
style spatial reasoning [160] and temporal logic [161]. DLs and their implementations
serve as rigorous theoretical and practical tools for semantic web languages such as
OWL [30].

The DL area of ontology-based data access (OBDA) [37] is concerned with imple-
menting systems that collect data at runtime for recognizing certain predefined
situations and triggering adaptations. Technically, the OBDA approach consists of
augmenting classical query answering in databases by adopting the open-world
assumption and including domain knowledge provided by a DL ontology. OBDA can
be temporalized. For instance, Borgwardt and Thost [39] propose a query language
extended by temporal logic. Özçep et al. [279] designed an SQL-like OBDA query
language for streamed data (time windows).

Interestingly, with the advent of the Yago ontology [195] a connection to big data
mined from the Internet (Wikipedia) is given. See also Section 2.5.2 Knowledge
Graphs.

More at the meta-level, Palmer et al. [187] propose an ontological framework for risk
assessment in supply chains. With its focus on strategic issues, such approaches may
well be transferable to indoor movement scenarios.

2.1.3 Logic Programming and Event Calculus

Logic programming is a programming paradigm that separates the knowledge to
be used for solving a problem from the control component, which determines the
strategy for how this knowledge is to be used [128]. While logic programming is
largely based on first-order logic, it differs by assuming a closed-world semantics
(roughly: “what is not known to be true, is false”). Like many other non-monotonic
formalisms, this makes logic programming often more suitable for real-world knowl-
edge representation, which requires drawing conclusions even from incomplete
knowledge. At the same time, important reasoning tasks become more intractable
than under standard first-first order logic semantics. In general, satisfiability testing
and theorem-hood are not even semi-decidable anymore.

In other words, strong expressivity and good computability properties are competing
goals. This dichotomy is traditionally reflected in the two main paradigms of logic
programming, “Prolog-style” and “Answer Set Programming”. The former empha-
sizes expressive power (Turing-completeness) and leaves much responsibility to the
programmer, like in traditional programming. The latter enables highly declarative
specifications of, typically, search problems over finite domains that largely relieve
the programmer from specifying control. Technically, Prolog-style logic program-
ming is about answering queries by backchaining if-then rules towards facts; Answer
Set Programming does not need a query and is more about computing logical mod-
els of sets of if-then rules. Apt and Bol [11] and Baral and Gelfond [24] provide
overviews.
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Logic programming is application agnostic and can be utilized and specialized in
many ways. For instance, Schultz et al. [217] and Wałęga et al. [256] equip logic
programming with spatio-temporal quantitative reasoning along the RCC calculus
and report on experiments. The event calculus [129] (EC) is a widely studied for-
malism that utilizes logic programming as a host formalism for reasoning about time
and events. An EC model specifies the consequences of an event 𝑒 happening at a
time 𝑡 in terms of fluents. Fluents are properties of objects that can change over time.
When an event 𝑒 causes a fluent 𝑓 to become true (false) at time 𝑡 then 𝑓 remains
true (false) until changed later. Bragaglia et al. [41] developed a “reactive” version
of the EC for dynamically extending a narrative represented so far. Baumgartner [28]
has similar motivation but also incorporates description logic reasoning for added
expressivity. The approach has been applied, among others, for anomaly detection in
a food supply chain [29] and for maritime surveillance [197]. Skarlatidis et al. [225]
define a probabilistic version on top of the probabilistic logic programming language
ProbLog (see Section 2.5.1 for ProbLog). They apply it to problems of recognising
long-term activities from short-term activities in trajectory data. This can be seen as
behavior recognition.

Logic programming has a long-standing connection to relational database technol-
ogy [50]. The most prominent framework is Datalog, which is both a declarative logic
programming language and a lightweight deductive database system for expressing
queries and database updates. An overview is available [100].

Logic programming and Datalog have received revived interest for combining logic
and ML, see Section 2.5.4.

2.1.4 Logic-Based Stream Processing

Another line of research subsumes modeling systems that evolve over time under the
terms of stream processing or complex event recognition. These approaches aim at
devising systems for recognizing high-level events from a stream of low-level events
coming from, e.g., sensor networks such as radio frequency identification (RFID)
tags [246]. Tsilionis et al. [241], for example, describe an approach for sea vessels
movement data analysis. The implementation is by way of event calculus and scales
up to realistically sized data.

Stream processing can be be formulated in a logic programming framework
(Section 2.1.3). A sophisticated system is LARS [31], which extends logic program-
ming by temporal operators for time windows for data monitoring. Artikis et al. [14]
provides an overview over logic-based approaches in general, Alevizos et al. [5]
provides an overview over probabilistic methods, including logic and event calcu-
lus, and Giatrakos et al. [94] overviews the area even more broadly from a big data
perspective.
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2.1.5 Symbolic/Semantic Trajectories and Databases

Symbolic trajectories [109] are trajectories enhanced with time-dependent labels,
e.g., for transportation modes like “walk”, “car” or “bus” along a person’s commute
to work [260]. Their storage and querying is often backed by database systems [245].

Güting et al. [108] propose reusable abstract data types for moving objects and their
environment. The approach provides a semantic abstraction of (𝑥, 𝑦, 𝑧, 𝑡) in terms
of points, lines, regions and an SQL-like query language over symbolically named
objects, geometric properties, and time. The main application considered by Güting
et al. [108] is road networks. Abstract data types can describe interchanges and their
constraints on usage of lanes. The paper uses logic for defining geometric properties
of objects, e.g., “inside”.

Li et al. [143] present a method for aggregating movement sensor data into triples car-
rying “what/when/where” information. Their main application is analyzing customer
behavior in a shopping center based on WiFi sensor input of the form (𝑥, 𝑦,floor, 𝑡).
Semantic geographical regions, e.g. “Nike shop", are predefined. Their method has a
three-layered architecture: cleaning, annotation, and complementing. Cleaning uses
constraints for plausibility checks with respect to movement speed, e.g., walking.
Annotation turns raw data into semantic annotation sequences of triples (movement
type, shop type, time). Two methods have been tried: clustering (ST-DBSCAN) and
semi-supervised learning using logistic regression and domain knowledge. These
sequences are often incomplete due to incomplete WiFi sensing. The complement-
ing layer infers the missing points based on the (indoor) topology and movement
patterns studied in the area of human mobility prediction. This domain knowl-
edge is hard-coded into algorithm. Technically, “complementing” is a max-posteriori
classification problem under a Markov-assumption.

In many cases, the exact location of objects is uncertain. Such cases can be handled
by probabilistic knowledge bases [237]. More recent work by Parisi and Grant [190,
191] supports representing atomic statements of the form “object id is/was/will be
inside region 𝑟 at time 𝑡 with probability in the interval [𝑙, 𝑢]” and integrity constraints
on such statements. Tawfik and Neufeld [238] discuss the treatment of time, causality,
and the representation of events, effects and interactions more broadly.

Summary: Classical Logic and Knowledge Representation

There is a plethora of logics rooted in first-order logic that support fundamental
needs for movement analysis such as representation of internal structure of objects,
time and space. Research in these areas often has fundamental character and aims to
deliver theoretical results such as correctness and complexity properties of important
reasoning services. The literature is rich with such results.

On the practical side, application-oriented subfields have produced implemented sys-
tems for automated reasoning and knowledge representation but some caveats apply.
Some of the main issues revolve around applicability and extendibility. For example,
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conjunctive query answering over description logics extended with temporal oper-
ators is well understood and supported by efficient implementations. If, however,
a seemingly “minor” extension is needed, say, for a quantitative treatment of time,
tool support might no longer be available. It could lead to undesirable complexity
or decidability properties, or the particular extension has not yet been studied, or an
implementation does not support the needed feature.

Nevertheless, automated reasoning tools have been successfully embedded into larger
systems or methodologies for solving real-world problems in industry. They seem
particularly useful for problems that are either highly complex in terms of the num-
ber of alternatives to be explored (if-then reasoning) or in terms of data size, but
not in combination. Noteworthy areas are software verification, e.g., application of
SMT solvers at Microsoft for Windows driver verification [21], and for smart con-
tract verification in the Azure blockchain. See [239] for a survey on that topic. NASA
employed model checkers and other logic-based methods as part of its verification
and diagnosis approach for spacecraft control software [177, 169]. More recently,
classical logic automated theorem provers play a significant role in Amazon Web
Services to increase the security assurance of its cloud infrastructure [61]. Backes
et al. [20] report on successful application of this technology to network reachabil-
ity analysis of up to 10000 nodes. Another example with large data is SNOMED
CT, the Systematized Nomenclature of Medicine - Clinical Terms, a comprehensive,
multilingual terminology for the electronic health record. Its 311,000 concepts were
formalized in a limited expressive Description Logic and analyzed automatically for
design flaws [218].

Systems like these have matured into industrial strength quality and there is no reason
they could not be applied to related problems in movement analytics.

Logic programming has been motivated as a more versatile approach for general
algorithm development. For movement analytics, we expect in particular probabilis-
tic versions of interest and when combined with other relevant approaches. Among
these are Dynamic Bayes Networks (Section 2.2.3), which employ fluents in the same
sense as the EC, however not via a logic programming setting. Mantenoglou et al.
[167] describe a probabilistic version of the event calculus. In Section 2.5.1 we cover
probabilistic logic programming as part of a larger sub-field of AI.

Returning to classical logic, spatial and temporal logics can also be of value in sup-
porting roles. For example, temporal logic has been used as a sub-system for safety
constraints in robot movement planning and monitoring. Similarly, plausibility con-
straints on, e.g., movement speeds of pedestrians could be stated in a suitable logic or
with logic programming. (We found approaches with such constraints hard-coded.)

The literature that we reviewed suggests that logic-based spatio-temporal methods
are theoretically well understood but rarely used as stand-alone methods. Moreover
“time” is far more prominent than “space”. Logical languages with a built-in notion
of time do play a role for querying and integrity constraints on (clean) data sets.
Logic-based approaches appear not relevant for directly handling imperfect sensor
data. For that, hierarchical combinations make more sense, where, e.g., statistical or
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ML methods deal with cleaning and aggregating sensor data for downstream analysis
by logical methods.

2.2 Probabilistic Transition Systems

Probabilistic transition systems generalize finite or infinite state transition systems
(automata) by probabilistic transition relations. They can be used for modeling sys-
tems and phenomena that appear to develop over time in a stochastic manner. For
movement analysis, states could represent, for instance, points in space and state tran-
sition sequences could represent trajectories under uncertainty of object locations as
they move.

2.2.1 Markov Chains and Markov Decision Processes

The most basic kind of probabilistic transition systems are Markov chains. In a
Markov Chain, the transitions outgoing from any state are weighted by probabilities
and form, in sum, a distribution over its successor states. Typically, the distribution
models the response of an environment to some event. Markov Decision Processes
(MDPs) [86] generalize Markov chains by adding an extra “action” layer in between
transitions. Typically, actions are under user control (e.g., robot control input) and
come with costs (e.g., time, fuel). An MDP needs to be equipped with a policy, which
specifies what action to take in what state. Policies can be deterministic or probabilis-
tic, and can take action history into account (or not). One of the main reasoning tasks
for MDPs is computing a policy so that given objectives are satisfied. Objectives are
typically stated in terms of value maximization (typically in expectation), where the
value of policy is aggregated from individual rewards for each transition or state .
Also, temporal logic constraints are possible [76].

The robotic applications mentioned in Section 2.1.1 by Yoo et al. [265], Luna et al.
[159] and by Li et al. [147] are formulated in an MDP framework.

Both Markov chains and MDPs can be complicated by hidden states that only allow
for stochastic observation of the current state. An important case are Kalman filters,
with canonical application to predict the next state of a moving object given noisy
observations of the current state. See Section 2.2.4 below for their application to
movement analytics.

2.2.2 Reinforcement Learning

Reinforcement learning (RL) is the task of learning behavior by trial and error by
positive or negative feedback from MDPs. The RL task, then, is to synthesize an opti-
mal policy, as just stated in Section 2.2.1, however under a priori unknown rewards.
RL is different to supervised and to unsupervised learning in that it does not need
a pre-defined labelled or unlabelled set of data. It instead relies on exploiting previ-
ous experience and exploring untried alternatives. RL, in general, needs to sample a
space of probabilistic state transitions that grows exponentially with the state space.
To address this problem, policy approximations may be required, for instance by
using neural networks (“deep reinforcement learning”).
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An overview of RL that also takes psychological aspects into account is avail-
able [60]. For a comprehensive introductory book see Sutton and Barto [233].

As for industrial applications, RL has been deployed in production systems for pro-
cess optimization and reducing reliance on human experience. Panzer and Bender
[188] conducted a literature review on this topic. (Deep) RL has been applied to robot
motion problems, see, e.g., [147, 136]. (Probabilistic) temporal logic can be brought
into the picture quite naturally, for specifying (un)desirable properties of robot move-
ment plans [47]. Liao [151] wrote a survey on reinforcement learning with temporal
logic constraints.

For numerous other applications see the overviews by Arulkumaran et al. [15] and
by Li [150].

2.2.3 Dynamic Bayes Networks

A Bayes network [193] is a directed acyclic graph whose nodes represent domain
variables of interest and whose edges represent conditional (informational or causal)
dependencies between a node and its parents. A Bayes network supports the compu-
tation of the probabilities of any subset of variables given evidence about any other
subset. In practice, Bayes networks are often used for taking an event that occurred
and predicting the likelihood that any one of several possible known causes was the
contributing factor. However, Bayesian networks do not model temporal relationships
between variables.

Dynamic Bayes networks (DBN) [73, 93] extend Bayes networks with a temporal
dimension. A DBN is a time-indexed sequences of Bayes networks where the net-
work at each state depends (usually) only from the previous one. Like in the untimed
case, the dependencies must form a directed acyclic graph, but additional edges from
variables from immediately preceding timepoints are permitted now. One of the main
inference tasks is state monitoring, the task to estimate the current state of the world
given the observations (evidence) made up to the present. Ghahramani [93] provide
an overview over inference and learning procedures of DBNs.

Regarding applications, Roos et al. [207] propose a DBN approach for forecasting
short term passengers flows within an urban rail network given their capacity to
model the dynamic system under the condition of incomplete passenger flow data.
Passenger flows were predicted from the DBN based upon observations in their local
spatio-temporal neighborhood.

DBNs are rather expressive. They cover commonly used models like Hidden Markov
models, Kalman filters, time series clustering, auto regressive model and extensions
thereof. See the following Section 2.2.4 for more details and application of those.

2.2.4 State Space Models

State Space Models (SSMs) are probabilistic graph models used to represent a
dynamic system by a set of differential equations and latent states that are associ-
ated with the observed data. The objective of state space modeling is to estimate
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the optimal latent states using the observed data and knowledge encapsulated within
the system equations. Given that SSMs are stochastic, inference becomes computa-
tionally expensive, unless certain assumptions are made. Classic time series models,
such as Hidden Markov Models (HMM) [27] and Auto-Regressive Integrated moving
Average (ARIMA) [40], can be formulated in state space, making the assump-
tion that the dynamic system is linear, Gaussian distributed and only dependent
upon state at the previous time step (Markov assumption). This makes latent state
inference tractable using approaches such as Kalman filtering [120] or the Viterbi
algorithm [249], however, this comes at the expense of having a model with less
expressivity. For instance, the Markov assumption limits the ability of classic time
series models to represent trajectories, given they can only capture the relationship
between consecutive samples.

If a more expressive, non-linear model is to be formulated, an exact solution for
the latent states cannot be estimated. In this case, sequential importance sampling,
commonly referred to as particle filtering [74], is commonly used to approximate the
latent states.

In terms of their application, SSM have commonly been used as a pre-processing
step to reduce the noise in spatial trajectories. Linear dynamic models, based on the
Kalman filter [189] and Gaussian kernel based regression models [261] have been
used to smooth out trajectory noise. Furthermore, Gustafsson et al. [106] used a
particle filter in conjunction with spatial context (in the form of maps) to reduce
the influence of measurement noise. Position estimates from the particle filter were
constrained by the spatial context provided by maps. For example, estimates of car
position were constrained to locations on the given road network and aircraft position
estimates were constrained by altitude maps.

HMMs have been used in the map matching process [201] (see Section 2.3 for a
description of map matching), which involves transforming trajectories of raw posi-
tion data into a semantic trajectory of known spatial landmarks. Mohamed et al.
[172] employed a HMM to infer the discrete spatial landmarks from the raw spatial
coordinates of trajectories subject to significant noise.

Summary: Probabilistic Transition Systems

Probabilistic state transition systems are suitable for analyzing stochastic time series
data, through generative modeling. In generative modeling, each event 𝑒𝑖 updates the
state of the system from 𝑠𝑖 to 𝑠𝑖+1, which then determines the distribution for drawing
the next event 𝑒𝑖+1. (See Section 2.4.5 below for generative modeling in a neural
network context.) Obvious applications to trajectory analysis are on an operational
level, e.g., to predict the current or near-future state, or to recommend a reward-
maximizing action at a current state, e.g., for collision avoidance.

When there is no causal relationship between certain events and the system state then
accurate modeling becomes difficult. This problem could be countered by assessing
and filtering out events in context of states with the help of a domain model. Some of
the combination methods in Section 2.5 could be useful for that.
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Reinforcement learning (Section 2.2.2) does not seem to play a major role for ana-

lytic tasks like anomaly detection within given trajectories. Well-explored applica-
tions of RL for controlling robot movements may suggest their transfer to movement
analytics. This could be done depending on the degree of integration into an overall
process:

• Low-level analytics, e.g., robot learns how to pick up an object.

• Mid-level, e.g., robots/systems work together to yield assembly of a complex
object.

• High-level, e.g., factory operations including all movements are optimized.

Ultimately, a concept of adaptive reinforcement learning might turn out to be useful,
where the best solution changes with time.

2.3 Trajectory Preprocessing Techniques

Trajectories of raw position data often need to be pre-processed before additional
modeling can be performed. There are a number of different issues to be addressed
with data sets of spatial trajectories including noise, non-uniform sampling rates,
uneven trajectory lengths and trajectories of an unmanageable length. To address
these issues, there are four categories of pre-processing techniques that are commonly
applied to trajectories that will be outlined: noise reduction, segmentation, semantic
mapping and harmonization.

2.3.1 Noise Reduction

Trajectories are commonly represented as a sequence of inaccurate position mea-
surements that are the result of the noise in the underlying sensor technology. These
errors are sometimes tolerable depending upon the application at hand, whilst in
other scenarios, it is important to reduce the influence of measurement noise prior to
modeling.

Filters are the simplest noise reduction approaches for spatial trajectories. Mean,
median or moving average filters transform spatial trajectories by computing their
respective statistic across sliding windows. These filters were used to reduce the influ-
ence of noise by smoothing the spatial trajectories across a local neighborhood of
samples [137]. State space models (which we define in Section 2.2.4) representing
the linear dynamics of motion [189] have been used for noise reduction. Further-
more, more complex models of noise reduction, representing the non-linear motion
dynamics have been developed with a particle filter [106], Gaussian kernel regression
model [261] and Savitzky-Golay filter[215].

Anomaly detection methods have also been used for noise reduction. In Jing Yuan
et al. [119], a simple heuristic was proposed to detect anomalies as the samples where
trajectory velocity were deemed to be implausible for the moving object. In Hu et al.
[115], a kernel function was used to model the probability density function (pdf)
of trajectory samples with respect to a window of neighboring samples. Anomalous
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samples were selected as low density points in the trajectory’s probability density
function that were then removed.

2.3.2 Segmentation

Spatial trajectories are often partitioned into a set of sub-trajectories prior to being
used by ML or data mining methods. This process is known as segmentation where
each segment represents the maximal subsequence of a trajectory with samples that
comply with a given predicate [189]. Commonly, this predicate might be associ-
ated with a particular behavior, activity or geographical location that the moving
object is associated with. Trajectory segmentation is commonly used to improve the
performance and computational efficiency of downstream modeling tasks [189].

Segmentation approaches either exploit the statistical properties of trajectories or
semantic knowledge of the objects being tracked. Statistical segmentation approaches
include methods that utilize changes in the trajectory shape [272] or an information
theory based criteria [133]. For instance, Lee et al. [133] used an entropy based
criteria, the Minimum Description Length (MDL), to segment trajectories such that
they were maximally compressed.

Semantic approaches to trajectory segmentation often involve stop point detection,
identifying the points at which moving objects appear to become stationary [18, 272].
These stop points can be used to partition trajectories into segments without object
movement (the stop segments), whilst intervals between these stop points became
the movement segments. These segmentation methods are often essential for route
optimization applications, for instance, taxi trip optimization. Jing Yuan et al. [119]
partitioned vehicle trajectories into individual trips prior to them being clustered and
applied to route optimization algorithms. Furthermore, stop points and social media
information can be combined to segment tourist trajectories [8]. Stop points were
detected at points with minimal tourist motion and combined with coinciding Point
of Interest check-ins to generate a semantic trajectory of tourist attraction visits.

2.3.3 Semantic Trajectories

Location information can often be enriched with contextual information enabling
the raw position data of trajectories to be translated into a semantic trajectory of
annotations meaningful to the application at hand. This semantic translation can be
useful to eliminate the noise that is present within raw measurements and to compress
trajectories to improve the computational efficiency of modeling. Furthermore, it can
provide an enriched representation with a stronger and more meaningful connection
to the application at hand.

Map matching is an example of a semantic sequence transformation where the spa-
tial coordinates of a moving object are projected onto a map network to infer the
sequence of spatial landmarks that have been traversed. Map matching methods can
be categorized as either geometrical or topological based [201]. Geometrical meth-
ods find routes by utilizing distance measures to match trajectory coordinates to
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landmarks represented in the spatial network. These measures can either be point-to-
point, point-to-curve or curve-to-curve. Dynamic programming is commonly used to
find the optimal semantic trajectory as the set of spatial landmarks with the shortest
distance to the raw trajectories. More recently, modern deep learning architectures
have been designed for geometry based map matching [271]. These approaches have
issues with inferring the optimal path of spatial landmarks (i.e. roads) that do not
have spatial continuity. In contrast, topology based methods [38] have been devel-
oped to exploit the physical topology of a network to ensure that spatial continuity
and connectivity is maintained within the semantic trajectories.

An issue with using semantic trajectories with ML, data mining or probabilistic
methods is their sparse representation, which is not appropriate for such methods.
Consequently, specialized neural networks (embedding networks) have been pro-
posed to transform the sparse representation of semantic trajectories into a dense,
continuous valued representation [1]. See Section 2.1.5 for other approaches to
producing semantic trajectories.

2.3.4 Harmonization

Data sets often contain spatial trajectories of differing length and/or non-uniform
sample resolutions, which are a problem for temporal based ML and statistical mod-
els. Firstly, interpolation methods can be used to harmonize trajectories by estimating
the signal across a consistent set of time points. Li et al. [148] and Yao et al. [264]
have harmonized data sets of noisy trajectories by training neural network archi-
tectures to transform raw inconsistent trajectories into a set of consistent, compact
latent representations. Harmonized latent representations of the trajectories can then
be used by models. Secondly, conventional distance measures (i.e. Euclidean dis-
tance, cosine distance) compute the match between equivalently indexed samples of
trajectories, and hence, are inappropriate to use when comparing trajectories of a
varying length. Alternative distance measures, such as dynamic time warping, allow
a non-linear warping of the sample indices being matched. Such distance measures
can be used with spatial trajectories of different length, however, they are more
computationally expensive than conventional measures.

2.4 Neural Network Based Sequence Models

A majority of common ML models, including Decision Trees (DT), Support Vector
Machines (SVM) or Feed Forward neural networks have traditionally been used to
represent data sets of independent and identically distributed (iid) samples. The tra-
jectories of movement applications, however, possess spatio-temporal dependencies
that are not represented with these models. Early movement applications used such
models to represent the trajectories. For instance, de Vries and van Someren [72]
applied an SVM to the spatial trajectories of marine vessels to identify trajectory
anomalies and infer the ship class (i.e. cargo, tanker, fishing), Zheng et al. [273] used
a DT classifier to infer the transportation modes of individuals using handcrafted fea-
tures of their movement trajectories, and Niu et al. [182] predicted traffic flow within
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Fig. 2 A recurrent neural network architecture that was used to model a sequence 𝑥 as an output sequence
𝑦. The latent state ℎ𝑛 (representing the past sequence, [𝑥1, ..., 𝑥𝑛−1 ]) is updated for each sample 𝑥𝑛 using
the previous latent state ℎ𝑛−1.

cities using a generative neural network (Restricted Boltzmann Machine) and support
vector regression model.

There is a class of neural network architectures that have been developed to represent
sequence data with sample dependencies. As will be outlined in Section 3, manu-
facturing based movement applications in the literature have not commonly utilized
this class of neural sequence models. Consequently, we introduce the most common
and contemporary architectures for spatio-temporal data and refer to where they have
been used for movement applications in alternate domains to manufacturing.

2.4.1 Recurrent Neural Networks

Recurrent Neural Networks (RNN) are a class of network architectures [209] that
have been developed to represent sequential data. Unlike feed forward architectures
where data is passed in a forward direction only, RNNs utilize a recurrent feed-
back structure to memorize the previous samples in the sequence. Figure 2 shows an
RNN architecture where the latent state (ℎ𝑡 ), representing previous samples in the
sequence, is computed by updating the previous latent state (ℎ𝑡−1) with the current
input sample (𝑥𝑛).

One major issue of RNN architectures is that they can be difficult to train. As train-
ing errors are backpropagated through a sequence, the error gradients continue to
shrink between consecutive steps until their values become neglible. Such steps
have a minimal influence on modeling. Consequently, the Long Short Term Mem-
ory (LSTM) [221] and Gated Recurrent Units [56] have been proposed to extend the
memory capacity of RNN architectures. Both architectures utilize specialized mem-
ory and gating cells to ensure recurrent training is less susceptible to the vanishing
gradient problem, and hence, a longer horizon of samples can be modeled.

LSTMs have been the neural sequence model most commonly used with spatial
trajectories for classification [229, 90, 268, 276] and prediction tasks [229, 276]. Tra-
jectory to User Linking (TUL) is a classification problem where the aim is to classify
the user responsible for generating a trajectory of social media check-ins. The spatial
trajectories are semantic trajectories given the samples correspond to discrete spa-
tial locations with additional meaning (i.e. a tourist destination). The TUL problem
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was addressed in Gao et al. [90] by segmenting the semantic trajectories and then
mapping the segments into a continuous valued embedding space. During inference,
each trajectory embedding was then fed to an LSTM based classifier to identify the
user responsible for it. Yu et al. [268] proposed a new embedding architecture that
provides a scalable and data efficient solution to the TUL problem. A Siamese archi-
tecture, composed of a pair of LSTM encoders with shared weights, was used to learn
a latent embedding space where trajectories of the same user were more compactly
distributed in latent space than different users. TUL was then performed by applying
a 𝑘-nearest neighbor classifier to the embeddings of the semantic trajectories. A. de
Freitas et al. [1] proposed a trajectory classification model where the spatial and tem-
poral embeddings of segmented sub-trajectories were used in conjunction with an
LSTM model.

To enhance downstream classification and prediction tasks, Zhou et al. [276] used
self-supervised representation learning (SSRL) to harmonize trajectories of noisy and
non-uniform length. A Siamese architecture consisting of a pair of LSTM encoders
was used to map non-uniform trajectories to a compact, fixed size latent repre-
sentation. It was shown using SSRL in the TUL problem achieved state-of-the-art
classification performance after a relatively small quantity of labeled trajectory data
was used to fine tune the self-supervised network.

Alahi et al. [4] proposed social LSTM, the first model for human trajectory pre-
diction that incorporated the spatial interactions of individuals within a crowd. The
spatial trajectories of each individual were modeled by a separate LSTM and a shared
pooling layer was used to connect the latent states of each LSTM. Song et al. [229]
proposed the DeepTransport architecture to solve multiple tasks (multi-task learning)
upon human mobility trajectories. The movement and transportation mode of each
individual were simultaneously predicted using a hierarchical network of LSTMs
to represent human mobility across different temporal scales. Two LSTM based
encoders were utilized to represent the inputs of each task separately, two LSTMs
were used to create a shared feature representation and a pair of LSTM decoders were
used to generate the outputs of each task.

2.4.2 Convolutional Neural Networks

Given that the training issues of RNNs (i.e. vanishing gradients) are not encountered
with feed forward networks, feed forward networks have been proposed for sequence
modeling. Given that feed forward networks are unable to represent sequences of a
dynamic length (unlike RNNs), commonly sequences must be partitioned into fixed
length blocks. Convolutional Neural Networks (CNN) [132] are a class of regular-
ized feed forward networks where only a local region of adjacent neural layers are
connected. In each CNN layer, the receptive field of its neurons are restricted by con-
volving the data with a set of short filters (kernel filters) that are trained to represent
the local structure of the data.
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Fig. 3 A neural network composed of two stacked convolutional layers with dilated convolution opera-
tions (dilation rate of 2) and kernel filters of size 2. Unlike conventional convolution, where the kernel is
applied to consecutive samples, the kernel filter was applied to every second sample of the input 𝑥 and
feature space ℎ1.

CNNs have been used for classification [52, 158] and prediction tasks [162, 179]
with trajectories. In these CNN approaches, 2D kernels are used to model the spatio-
temporal trajectories that have been projected onto a two-dimensional spatial grid.
The CNNs represent the local structure of spatio-temporal trajectories (in a similar
manner to how images are modeled) to classify the general movement categories [52]
of marine vessels or vessel types [158]. CNN architectures have also been used for
predicting the future positions of taxis from their GPS (Global Positioning System)
trajectories [162, 179].

The issue with using standard CNN architectures for spatio-temporal trajectories is
their limited capacity to capture long-term spatio-temporal dependencies. This is a
result of the kernel filters operating upon a small number of consecutive samples. To
model temporal sequences across a wider horizon, however, Oord et al. [183] used
dilated convolution operations in their CNN layers. Figure 3 shows a CNN architec-
ture using dilated convolution operations, which perform the convolution between
the kernel filters and non-consecutive data samples. Dilated layers enable the recep-
tive field, and hence, the memory capacity of a network to expand exponentially with
respect to its depth as opposed to linearly with standard CNN layers.

Zhou et al. [277] used a stack of dilated CNN layers to represent the temporal depen-
dencies of a spatio-temporal graph network. The spatial dependencies between graph
nodes, where each node was used to represent a unique location, were captured by the
network edges. The graph network was conditioned upon the temporal dependencies
at each location using a dilated CNN. Furthermore, Tran et al. [240] jointly mod-
eled the spatial and temporal dependencies of video data using volumetric CNNs;
this was a 3D extension of the standard 2D CNN architecture. One issue with such
an architecture is that spatio-temporal data can be sparsely distributed within discrete
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3D space; this is often problematic when attempting to accurately represent a system
of trajectories.

2.4.3 Transformers

Transformers [248] are currently the state-of-the-art approach for sequence model-
ing. Figure 4 shows a transformer network which is composed of a self-attention
mechanism and a feed forward network. Self attention explicitly models the depen-
dencies between each pair of samples in the sequence (self attention matrix),
independent of their temporal proximity to one another, and hence, has an unlimited
memory capacity. This comes at the cost of a quadratic order of memory and pro-
cessing complexity, (e.g. 𝑂 (𝑁2) where 𝑁 is the sequence length), which restricts the
ability to train longer sequences. This becomes a technical challenge for modeling
spatial trajectories that commonly represent sequences of longer duration and higher
sampling frequencies.

A number of approaches have been proposed [125, 55, 35] to reduce the memory and
processing complexity without experiencing a drop off in performance. Low rank
or sparse approximations of sequences have commonly been used in self-attention
computation. Beltagy et al. [35] used a fixed prior of sparsity to define which sub-
set of samples were used in the self attention computation. A fixed approach is likely
to be sub-optimal, however, given it fails to consider the underlying sequence struc-
ture in sample selection. The Reformer [125] utilized a neural network to learn the
most relevant samples to utilize in the self attention computation of each sequence.
Furthermore, in Choromanski et al. [55], the commonly used softmax kernel was
replaced by a fast and scalable to produce a Transformer with linear and processing
memory complexity.

Giuliari et al. [95] proposed a Transformer based model to predict pedestrian
movement using the spatial trajectories of individuals extracted from video. Unlike
most contemporary trajectory prediction models that exploit the spatial interactions
between pedestrians, the movement of each pedestrian was predicted solely from its
own historical sequence data. Yu et al. [266] modeled the spatio-temporal properties
of a crowd by coupling a Transformer network, modeling each individual’s move-
ment, with a spatial graph network modeling the spatial interactions of the crowd. Wu
et al. [259] used a self attention mechanism to predict non-periodic traffic flow based
upon the spatial trajectories of vehicles. A graph network representing the spatial
structure of the road network was combined with a self attention mechanism (a core
component of the Transformer) to capture the temporal structure of traffic status
across multiple road segments.

2.4.4 Sequence to Sequence

Sequence to sequence (seq2seq) architectures [232] are commonly used to reduce the
dimension of sequence data, or to produce an output sequence with a different length
to the input sequence. The seq2seq architecture, as shown in Figure 5, is comprised
of a neural network pair: an encoder, which compresses the input sequence into a low
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Fig. 4 A Transformer network which is comprised of a self attention mechanism and feed forward net-
work. The self attention operation explicitly models each sample pair in the sequence 𝑥. The resulting
self attention matrix is multiplied by the sequence to generate the representation 𝑠. The representation 𝑠

is passed through a feed forward network to generate a latent encoding ℎ of the same length as the input
sequence 𝑥.

dimension latent vector (ℎ𝑁 ), and a decoder, which uses the latent vector to generate
the output sequence. The type of neural network used in the seq2seq architecture is
non-prescriptive, and hence, as we will outline, different sequence networks can be
employed for trajectory based applications.

A common application of seq2seq architectures is to harmonize data sets of spatial
trajectories for downstream analysis tasks, such as classification [148] or cluster-
ing [264]. For instance, Li et al. [148] used an encoder and decoder pair to learn a
latent vector of fixed dimension from a data set of noisy and heterogeneous trajecto-
ries (i.e. trajectories of uneven lengths and/or different sampling rates). The inputs to
the sequence encoder were generated by randomly augmenting high quality trajecto-
ries into low quality versions by introducing noise and randomly dropping samples.
The encoder and decoder pair were trained to reconstruct high quality trajectories
from the compact latent vector that represent its low quality versions of the trajecto-
ries. Yao et al. [264] utilized a similar SSRL principle to Li et al. [148], however,
in this case, the latent encoding was used to reconstruct the input, as opposed to the
higher quality version of the input. The latent representation of the trajectories were
then used for clustering.

Seq2seq architectures can also be used for trajectory prediction. For instance,
both Cinar et al. [58] and Park et al. [192] used a seq2seq architecture to learn a
latent encoding of spatial trajectories that were then decoded into a sequence of pre-
dicted future samples. Furthermore, Zhao et al. [271] used a seq2seq architecture to
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Fig. 5 A sequence to sequence architecture which is comprised of a pair of encoder and decoder networks.
An input sequence 𝑥 is encoded into a latent vector (ℎ) that is used in conjunction with the decoder to
generate an output sequence 𝑦, which can be a different length to 𝑥. A start symbol 𝑠𝑡 and end symbol 𝑒𝑑
were used by the decoder to model the output sequence.

perform geometric map matching of spatial trajectories (an application outlined in
Section 2.3) using a pair of LSTM based encoders and decoders to learn the mapping
between augmented versions of raw spatial trajectories and its semantic sequence of
road segments.

The Variational Auto-Encoder (VAE) [124], is a variational Bayesian method with
structural similarities to the auto-encoder. It is also comprised of a encoder and
decoder pair that are used to reconstruct the input sequence, but in the VAE, the latent
(encoded) space is also regularized by representing it with a prior latent distribution.
This makes the VAE a suitable model for sample generation by drawing samples from
this latent distribution. Chen et al. [53] utilized the VAE architecture with an LSTM
based encoder and decoder pair to generate spatial trajectories. Furthermore, Zhou
et al. [275] used a VAE to address the social media based TUL problem outlined
in Section 2.4.1. Given semantic trajectories from social media are often sparsely
sampled (i.e. due to infrequent check ins), the VAE was sampled to generate new
trajectory instances. These generated, unlabeled trajectory instances were then lever-
aged to train a neural network classifier in a semi-supervised fashion for the TUL
task.

2.4.5 Generative Models

Generative models are unlike a majority of the ML models we have reviewed to
date (apart from the VAE and Bayesian networks outlined in sections 2.4.4 and 2.2.3
respectively) given they are trained to represent the joint probability of all the vari-
ables as opposed to the supervised learning model that are trained to represent a
conditional probability distribution of the annotated labels.

In addition to the VAE models, Generative Adverserial Networks (GANs) [98] are
currently the other type of generative model that are commonly used by the ML
community. The GAN is an architecture comprised of a generator network, which
is used to generate new data samples, and a discriminator network, which is used to
discriminate between the generated samples and the real data. The GAN is trained in
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a competitive process where the generator network attempts to produce data samples
that fool the discriminator network into thinking they are authentic samples of the
original data set, whilst the discriminator network attempts to ensure the generated
data can be distinguished from the authentic data. Once the generator network has
been trained to adequately confuse the discriminator network, it can then be used to
generate high quality samples of the original data set by sampling from it.

GANs have been used to predict the future movement of a human conditioned
upon their past trajectory observations [105, 127]. This architecture is known as
a conditional GAN (cGAN), given the generation process was conditioned upon
previous movement. Gupta et al. [105] used a cGAN to generate trajectory predic-
tions from the past samples of its sequence. The generator network was composed
of an LSTM based auto-encoder that was used to generate trajectory predictions
and an LSTM based discriminator network that determined if the movement predic-
tions were socially acceptable. The social interactions were modeled with a shared
pooling network that captured the spatial dependencies between the individual’s tra-
jectories. Kosaraju et al. [127] extended the cGAN to generate a more diverse set of
movement predictions by modeling the spatial trajectories as a multi-modal distribu-
tion. The generator network was an LSTM based autoencoder similar to Gupta et al.
[105], however in contrast, Kosaraju et al. [127] used two discriminator networks that
operated at different scales; at the individual’s level and across the entire crowd. A
graph based attention network was used to model social interactions within the crowd
by representing the spatial dependencies of trajectories.

Summary: Sequence Based Models

The use of neural based sequence models has potential value to movement based
manufacturing applications in the areas of pre-processing, classification, prediction
and anomaly detection. Their main benefit is their capacity to model long term spatio-
temporal dependencies of movement data, unlike the other methodologies outlined
in this review (i.e. logic, probabilistic and state space models). Whilst each of the
network models have their own memory and computational limitations, there are
some new methods, such as the transformer variant of Choromanski et al. [55] with
the capacity to model a sequence’s entire past with only linear time complexity. Such
new methods are an interesting option to consider when modeling trajectory data.

Movement data sets are often irregularly sampled and subject to measurement noise,
which means they often need to be harmonized prior to modeling. This is another
important task that can be addressed with neural based sequence models. Existing
solutions to this problem are either computationally expensive, given non-linear dis-
tance functions are used, or can introduce additional noise when signal processing
methods are used to harmonize the trajectories. SSRL methods enable raw spatial
trajectories to be mapped into a compact feature space of size to address the noise
and non-uniform sampling problems.

One of the areas where ML still has some limitations is its ability to include domain
knowledge. Domain knowledge can be included into ML models in numerous ways;
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at the input, within the model structure, or as part of the cost function. There are
numerous examples of domain knowledge being used by ML models in this review;
one such area is map matching, where the spatial context provided by a map net-
work is used to place constraints upon the model output. One general insight about
the ways domain knowledge is included into ML model is that it can be rather ad
hoc; more systematic approaches to integrating different knowledge classes would
be beneficial. Furthermore, there are still restrictions in the types of knowledge that
can be integrated into ML models. As an example, there remains an open question
about how symbolic knowledge (i.e. logic programming, production rules) can be
effectively represented, aligned and fused with a neural network. The next subsection
discusses how this question is currently being considered with neural networks.

2.5 Integration of Logic-Based Methods with Probabilistic/ML

Methods

In this section, we briefly touch on how ML and logic-based methods can com-
plement each other to solve problems in movement analytics. Generally speaking,
ML methods perform best when there is a large volume of data. ML models are
intended to learn new features from data and provide insights that are not possi-
ble otherwise.In contrast, logic-based models can be built solely based on domain
knowledge and without requiring any training data. Expressive logical languages are
intended for representing structured data, i.e., objects with their properties and rela-
tions among such objects. Logical inference of deductive, inductive or abductive kind
allows for deriving inevitable consequences, conjectures and plausible explanations,
respectively (Section 2.1).1

At the same time, classical logic is often not suitable for modeling situations with
significant amounts of data. Classical logic is interpreted under an open-world seman-
tics. As a consequence, the only conclusions that can be drawn are those that follow
inevitably from a set of given facts. However, in practice, it is often not practicable
or impossible to obtain all such required facts.

As a simple example, consider trajectories of items to be moved from 𝐴 to 𝐵, e.g.,
goods in a manufacturing setting. Every trajectory can be “normal” or “abnormal”,
e.g., “on time” or “late” in terms of movement time span. With classical logic, one
can attempt a formalization for proving that any given trajectory is either normal or
abnormal. When there are many trajectories or when knowledge is incomplete, this
could be a difficult task. The closed-world assumption ingrained into non-monotonic
knowledge representation methods (such as logic programming, cf. Section 2.1.3)
enables more compact specification. It enables assuming trajectories are normal by

default, and only the abnormal ones need to be singled out explicitly by logical proof.
(Or the other way around, but usually abnormal ones are expected to be far fewer.) In

1It can be non-obvious whether to apply ML or “logic”. For example, a typical house floor plan places the entrance,
living room and kitchen along this path. (This knowledge can be helpful for visual language navigation, see Section 2.5.2.)
This fact could be learned from video (real data), from plan drawings (simulation) or be axiomatized in a space-capable
logic. Learning house floor plans in a different culture, when nothing is known a priori, could feasibly be done by learning
from real world data, or by turning an expert’s advice into logic, but perhaps not easily by simulation.



Springer Nature 2021 LATEX template

24 2.5 Integration of Logic-Based Methods with Probabilistic/ML Methods

practice, such axiomatization might still be impossible, too complicated to come up
with, or just not needed for the task at hand.

Many ML models are based on statistical analysis of historic data and make it easy to
classify trajectories based on relative probabilities (e.g., Bayesian approaches). How-
ever, understanding (ab)normal trajectories in a more analytical way might require
contextual properties that are difficult to integrate (other than in some ad-hoc way,
perhaps). For example, it could be normal for an electric powered vehicle pausing
for a long time when at a charging station or at a weekend, otherwise it is abnor-
mal; or relations with other (ab)normal trajectories could be needed (e.g., on school
excursions, younger students might be tolerated more “erratic” trajectories as normal
compared to elder students or teacher trajectories from 𝐴 to 𝐵). There might also be
opportunity to apply optimization: what is an expected best trajectory given a history
of abnormal trajectories from 𝐴 to 𝐵?

Such considerations motivate “combining logic with ML” for a best of both worlds
result. As for the method of doing that, one could take a logic formalism as a starting
point and “add probabilities” to it. This idea goes back to (at least) Nilsson [180]. The
main inference problem studied there is determining the probability of an arbitrary
query formula 𝑄 given a set of logical formulas 𝐹𝑖 and their probabilities 𝑃(𝐹𝑖). The
probabilities can be seen as soft constraints on interpretations satisfying these for-
mulas. This is different to probabilistic logic programming, see Section 2.5.1, which
assigns probabilities to relational instances given or derived by a probabilistic logic
program. One could also start from a probabilistic framework and “add logic” to it.
Or, one could try hybrid black-box style combinations. Belle [33] presents an in-
depth overview of issues and options around combining logic and learning starting
from such high-level considerations.

The recently introduced notion of “Cognitive AI” provides motivation at a more
strategic level. Singer [224] discusses capabilities and limitations of deep learning
(DL). DL excels in the classification of broad and shallow data (for example, a
sequence of words or pixels/voxels in an image) and indexing very large sources
(such as Wikipedia) and retrieving answers from the best matching places. Prin-
cipled limitations are centered around model scalability and missing competencies
for abstraction, context, causality, explainability, and intelligible reasoning. He pro-
poses a new phase of “Cognitive AI” to achieve these competencies through the
integration of DL with symbolic reasoning and deep knowledge. This will require
reasoning over deep knowledge structures, including facts and deep structures of
declarative (know-that), causal (know-why), conditional/contextual (know-when),
relational (know-with), and other types of models. (These are capabilities that are
well within the scope of “logic”.) He expects significance of this approach in robotics,
autonomous transportation, logistics, industrial, and financial systems. Marcus [168]
argues in a similar direction to Singer [224].

The Cognitive AI approach could possibly be supported by a high-level workflow
with ongoing adjustments based on feedback:

sensors → ML → logic → decisions → actions → sensors.
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One could also consider combination architectures for decision making on top of data
and experiences learnt over time (perhaps similar to how people do). A suitable ML
framework for that could be reinforcement learning.

In the following, we overview some established approaches for combining ML and
logic. We need to emphasize, though, that the scope is somewhat confined to tech-
niques that seem useful for movement analysis. Marcus [168] is a good starting point
for considerations on combining ML and symbolic reasoning more generally. We
will conclude it with an assessment of the current state of the art for application to
movement analytics and ideas for future research.

2.5.1 Statistical Relational Learning

Statistical Relational Learning (SRL) is a research area that is concerned with domain
models that exhibit both uncertainty and complex, relational structure. It utilizes
first-order logic, for modeling relational structure, and probabilistic methods, mainly
graphical methods such as Bayes networks and Markov networks, for probabilistic
inference and learning. What separates SRL from "non-relational" learning algo-
rithms, e.g., decision trees, support vector machines, Bayesian networks, is their
ability to take the relationship between the individuals as well as their internal struc-
ture into account. As Koller and Friedman [126] explain under the notion of template

models, SRL supports more complex modeling than is possible with a fixed set of
propositional variables. In a temporal setting, for example, one can express general
rules for how system state distributions evolve over time, which then can be applied
to individuals (e.g., current battery charge as a function of battery capacity and aggre-
gated usage). In a non-temporal setting, they can express general rules or relations
that apply to all or certain classes of individuals (minimum battery capacity by vehi-
cle type and mission requirements) or combined. Sometimes these relationships can
be discovered automatically (learning) or the can be given as background knowledge
for the purpose of informing learning and/or probabilistic inference.

As an early application example, Natarajan et al. [176] used SRL for mining
non-obvious statistical dependencies in health record databases for patient risk
assessment. Applications of SRL methods for object tracking have been developed
by Limketkai et al. [152] and by Nitti et al. [181].

The books by Koller and Friedman [126] and by Raedt et al. [202] are comprehen-
sive introductory texts and overviews (the latter with a focus on probabilistic logic
programming) covering SRL languages and semantics, probabilistic inference, and
parameter and structural learning.

In the following we briefly summarize some of the main approaches to SRL with
relevance to movement analytics.

Relational Dynamic Bayes Networks [213] generalize dynamic Bayes networks (see
Section 2.2.3) to relational data. Relational properties are to be specified with first-
order logic. The formulas are interpreted on probabilistic facts whose distributions
are presented in a certain way (first-order probability trees). Vlasselaer et al. [250]
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express Relational Dynamic Bayes Networks as a probabilistic logic program. They
argue for better scaling behavior by exploiting structure.

Markov Logic Networks [204] combine Markov networks and first-order logic by
attaching probabilities to first-order formulas, similar to Nilsson [180]. An Markov
Logic Network program 𝐿 is a set of pairs 𝐿 = (𝐹𝑖 ,𝑤𝑖) where 𝐹𝑖 is a formula and 𝑤𝑖

is a real number representing its weight. Positive/negative weights increase/decrease
probability that the formula holds true in a world. Formulas act as templates, i.e.,
under a finite Herband semantics, thus allowing reduction to Markov Networks. (A
Markov network is similar to a Bayesian network in its representation of dependen-
cies, the differences being that Bayesian networks are directed and acyclic, whereas
Markov networks are undirected and may be cyclic.) See [79] for a more recent
overview article.

Probabilistic logic programs (PLPs) are logic programs extended with facilities to
express probabilistic facts or conclusions. Roughly speaking, traditional logic pro-
grams [128] generally consist of if-then rules and atomic facts. The rules typically
contain variables for the elements of the domain of interest. Rules act as tem-
plates then. Rule conclusions can be disjunctive, or not, and the conditions can
use “default negation” for enabling a closed-world semantics. Facts are statements
of unconditional truths. The main reasoning tasks are query answering, akin to
database query answering, and model computation. Model computation means to
extend the given facts to an interpretation that also satisfies the relations defined
by the rules (“model”). These tasks require computationally rather different meth-
ods and are typically used for rather different purposes, giving rise to corresponding
sub-paradigms.

In PLPs, facts are equipped with probabilities. A PLP then induces a joint distribu-
tion over all predicates (relations) according to the (generally accepted) distribution
semantics [214]. Reasoning services include computing joint distributions, marginal-
izing, and query answering (posteriors). Some PLP languages are rather general and
can express, e.g., Bayes networks, (hidden) Markov models, and Dynamic Bayes
Networks. See also Section 2.2.3 for Dynamic Bayes Networks and their expressivity.

An advanced implementation of PLP is the ProbLog system [71, 80]. Riguzzi and
Swift [205] provide an overview over probabilistic logic programming.

In Section 2.5.4 we return to logic programming combined with ML.

Lifted Inference [198] is a term that characterizes methods that aim at inference
directly at the first-order logic level, rather than through exhaustive instantiation
(cf. Markov Logic Networks above, or the “weighted model counting” approach by
Gogate and Domingos [97]). The quantifiers of first-order logic enable reasoning
with collections of individuals as a whole, which can be much more efficient (and
general) than reasoning on the individual level. Riguzzi et al. [206] provide a survey
of lifted inference for probabilistic logic programming.
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Learning. All of the above approaches support “learning” in one way or the other.
Parameter learning in context of probabilistic logic programming, for instance, means
learning the probabilities attached to facts. This can be done, for instance, with
Monte-Carlo simulations and gradient descent optimization.

Structural learning means learning a logic program. The underlying area of induc-
tive logic programming is among the most traditional ones in ML. Muggleton and
de Raedt [174] and De Raedt and Kersting [70] provide overviews. It has gained
renewed interest in conjunction with knowledge graphs, see below.

Belle [33] provides a brief but in-depth overview of issues and options around
combining logic and learning.

2.5.2 Knowledge Graphs and Visual Language Navigation

Knowledge graphs are edge-labeled graphs for representing triples subject/predi-
cate/object (cf. “semantic web”). Known for a long time, there is renewed interest
for application to mined data sets stemming from, e.g., social networks. Knowledge
graphs are typically large, incomplete and noisy. Dealing with these problems by ML
has become a vast area by itself. Liu and Tang [155] provide an overview. Zhou et al.
[277] cover the more general area of graph neural networks.

One important reasoning task, among others, is link discovery. For example, if 𝐴 and
𝐵 are known to be co-authors of a certain paper, 𝐵 is student, and 𝐴 is professor then,
with some high probability, one should conclude “𝐴 supervises 𝐵”. Such rules can
be learned, see, e.g., [103, 194].

Chekol and Stuckenschmidt [51] propose Markov logic networks for computing
marginal probabilities in large knowledge graphs, the Yago ontology [195]. Bel-
lomarini et al. [34] bring together probabilistic reasoning for knowledge graphs and
logic programming. They utilize a certain dialect with attractive computational fea-
tures (warded Datalog) for bottom-up model computation in a relational database
framework (tuple-generating dependencies, Chase algorithm). Their method targets
computing probability distributions of interest but does not support learning so far.

Knowledge graphs have become relevant for visual language navigation (VLN). VLN
aims to enable embodied agents to navigate in realistic environments using natural
language instructions. It requires machine-understanding of video-sensed trajecto-
ries on-the-fly as a robot moves along through known or unknown territory. Current
research recognizes that background knowledge can be helpful. For example, a typ-
ical house plan puts the living room between the entrance and the kitchen; often,
printers are located in the office. The approach by Wu et al. [258] utilizes such prior
knowledge for landmark-based navigation planning.

Considering VLN research in context of movement analytics may seem far-fetched.
However, as said, VLN navigation planning requires (on-the-fly) derivation of seman-
tic trajectories, so that the robot’s plan execution can be aligned with its current
position, all in symbolic terms. Techniques for that seem well usable for industrial
movement analytics in applications with on-board video.
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2.5.3 Logic and Deep Learning

Logic can be a helpful mechanism to capture domain knowledge in deep learning
architectures. Dash et al. [68] distinguishes several ways to integrate such knowledge:
Introducing background knowledge into deep network (a) by transforming data; (b)
by transforming the loss function L; and (c) by transforming the model (structure and
parameter). The following are some examples of these different categories.

Wan and Song [251] falls in category (a) and present an approach to add a set of aux-
iliary inputs to help interpret the outcome of a neural network. Input data is passed
through a neural network to generate the auxiliary inputs to the next network. The
number of outcomes is incremented by one to cater for a conflict class. Logic can be
used instead of the first network to generate the auxiliary inputs. Al-Shedivat et al.
[3] devised a method for classification dependent on context and falls in category
(a). The main point is to provide explainability to a human user. The method inte-
grates a context-encoder as the front-end to neural networks. The context encoder is
supposed to produce human-understandable classification. The example given in the
paper classifies a household as “rich” or “not rich” dependent on location context,
the household location determined by satellite image.

Hu et al. [116] falls in category (b) and present an approach to integrate logic and ML.
Two networks are trained in parallel—a teacher network and a student network. The
student network learns from the data but the loss function is guided by the teacher
network. The teacher network is constrained by the logic-based domain knowledge
and the loss goes up if domain constraints are not satisfied. This way the student net-
work is indirectly influenced by the domain knowledge based constraints expressed
as logical expressions.

Li and Srikumar [145] falls in category (c) and present an approach to add extra lay-
ers of logic neurons in an existing structure of neural network. The inputs and outputs
of such neurons approximate binary propositional logic functions. To make the func-
tions differentiable, a T-norm representation of the logic gates is presented. The paper
is achieving better results on a number of ML problems. Shi et al. [223] also falls in
category (c) and present an approach to represent logical expressions as neural net-
works. The method itself is not an integration of logic with ML. However, the logic
expression structures proposed in the paper can be used as part of constructing logic
driven neural networks.

2.5.4 Logic Programming and Machine Learning

While inductive learning and parameter learning is not something new for (proba-
bilistic) logic programming (Sections 2.1.3 and 2.5.1), there are more crossover areas,
some rather recent.

In one area, Datalog is used as a specification language to express ML applica-
tions [44, 149, 253]. Bu et al. [44] put it concisely and observe that training ML
architectures builds on a core set of capabilities for search, iterative refinement and
graph computation on big data sets. The common theme behind the cited papers then
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is a proposal for Datalog (or a related language) as a declarative alternative to tradi-
tional imperative programming for realizing these capabilities. The main motivation
is simplicity and conciseness without loosing efficiency.

Another area could be called “Deep Logic Programming”. This term is meant to
subsume hybrid methods that integrate logic programming with neural networks with
“many” layers. In contrast to the first area, logic is used this time for capturing domain
properties, not for algorithm development. To date, there are only a few developments
in this direction.

Mei et al. [170] address the problem of how to predict future events from patterns
of past events, which is difficult when the set of possible event types is large (risk of
overfitting). For example, a pattern of people traveling between cities does in general
not depend on event types like soccer goals and wheat sale. In their hybrid approach,
a domain expert writes down the rules of a logic program that tracks the possible
relevant event types and other Boolean facts over time. This logic program is then
used to automatically construct a deep recurrent neural architecture for every pattern
derivable from facts and rules (every derived fact provides a new layer). This neural
network can be trained by backpropagation to recognize event types having happened
and predict the next event. In terms of the movement example above, it can learn a
neural probabilistic model of object movements while relying on a discrete symbolic
deductive database to cheaply and accurately record what is where.

Manhaeve et al. [166] develop DeepProbLog, an extension of ProbLog
(Section 2.5.1) that integrates Probabilistic Logic Programming with deep learning.
In ProbLog, the probabilities of all random choices are explicitly specified as part
of probabilistic facts. DeepProbLog generalizes ProbLog’s facts to “neural pred-
icates” whose probabilities are parameterized by neural networks. In this regard,
DeepProblog is loosely related to the Mei et al. [170] approach (which however, is
not based on probabilistic logic). The neural network represents a classifier for the
probability of a derived fact being true. A good example for illustration is character
recognition, where neural predicates associate probabilistically hand-written charac-
ters with their actual symbolic interpretation. DeepProbLog supports probabilistic
inference and various learning schemes.

Summary: Integration of Symbolic/Logical Methods with

Probabilistic/ML Methods

Logic Programming and Probabilistic Methods. Existing research in SRL
(Section 2.5.1) already has a lot to offer: representing structures of objects and their
relations, native support of time (e.g., dynamic Bayes networks), probabilistic rea-
soning and parameter/structure learning. However, it is not obvious if the existing
methods offer all needed reasoning services for spatio-temporal applications. It is
also not obvious if the first-order language fragment they offer for specifying back-
ground knowledge is expressive enough. Integrating numerical domains or other
background theories is a topic that received considerable attention in automated
reasoning in first-order logic, and we see scope for making SRL language more
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expressive. These could be done via natively integration or in a modular way by
combining SRL methods with classical logic or related methods on spatio-temporal
reasoning. Given the rich state of the art in this area (cf. Section 2.1) such combina-
tions could be worthwhile to explore. Probabilistic logic programming appears to be
an appropriate framework for that.

Research in this direction seems to gain momentum. In Section 2.5.4 we reviewed
two hybrid logic programming and neural network combinations which do support
learning. The mentioned papers by Mei et al. [170] and by Manhaeve et al. [166]
address the challenge of making neural networks classification less brittle by adding
logical domain knowledge to the picture. These approaches look very appealing for
movement analysis, e.g., for robust classification of movement patterns.

The LARS [31] system mentioned in Section 2.1.4 technically is a logic program-
ming system with dedicated support for time-windows based reasoning on data
streams. The LARS language has recently been extended by weights attached to
its formulas (rules) [85]. Weights can be given a probabilistic interpretation similar
to Markov Logic Networks, see Section 2.5.1. The extended LARS language also
generalizes the ProbLog probabilistic logic programming language, see again 2.5.1
(but not its “learning” aspects). Interestingly, Ferreira et al. [87] recently utilized
deep learning architectures for time-series analysis to efficiently approximate LARS
inferencing. Research on those aspects currently seems to be focused more on
fundamental results and first implementations.

The most integrated approach we are aware of is by Katzouris et al. [123]. They
implemented an answer-set logic programming system that is capable of combining
temporal reasoning via the event calculus under uncertainty via probabilistic logical
inference, with online structure and parameter learning. The intended application
area is stream processing (Section 2.1.4). The approach has been tested on large ship
movement data and is capable of learning rules for anomaly detection in trajectories.

PLP rules of the form “if 𝜙 then 𝑦 holds with probability 𝑝” represent conditional
probabilities 𝑃(𝑦 | 𝜙) = 𝑝 (but are more general). In a Bayes model, the joint prob-
abilities of generative models are computed from conditional probability tables. In
the simpler cases, a non-probabilistic logic programming rule “if 𝜙 then 𝑦” can be
taken as a PLP rule with probability 𝑝 = 1. The answer-set model (Section 2.1.3) then
contains a joint probability query if and only if the query probability is 1. These con-
siderations suggests a bridge from knowledge-representation practice and experience
to the probabilistic case. It might be worth exploring for movement analytics.

On the more speculative side is a connection between movement analysis and graph
formalisms. As observed in Section 2.5.2, research in visual language navigation
recognizes the importance of background knowledge for robot navigation tasks and is
exploring knowledge graphs for that. This opens opportunities to exploit knowledge
graphs technology as a tool for mining semantic trajectories from video.

Deep Learning. “Integration of Machine Learning with Symbolic AI” is a popular
even if not a very precise term. Industry has promoted a similarly vague the term
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“Contextual AI” as an overarching term for the next “third” phase of AI [131]. Con-
textual AI is advertised as the integration of the two major earlier phases, classical AI
(rule-based, logical reasoning) and statistical AI (machine learning). One of the aims
of contextual AI is to add explainability to ML. In image classification, for example,
an ML-recognized “cat” could be augmented by explanations like “has fur”, “has
whiskers”, etc. Few academic papers seem to explicitly mention the term “contextual
AI”, though.

To achieve these objectives, the technical backbone on the ML side is commonly
understood as neural networks equipped with deep learning. Indeed, this is a hot
topic, see Section 2.5.3 for some recent work. Our assessment from these works is as
follows.

The maturity of the current state of the art depends on the architecture of the inte-
gration. Hierarchical methods with a clear-cut interface are easier to achieve both
theoretically and for practical applications. Much harder is the tight integration of
logical inference as an integral part of the neural network architecture. For exam-
ple, approaches based on dedicating neurons for representing propositional Boolean
functions work only under rather strong assumptions and seem to have limited
applicability.

In summary, we assess that integrating first order logic as part of the deep learning
framework for incorporating domain knowledge is still an emerging area as a whole,
and not widely explored for movement analytics at all.

2.6 Constraint Optimization

Constraint optimization for manufacturing is about formalizing the real-world prob-
lem as a set of constraints and decision variables forming the model, and solving
this model by optimizing an objective function (or multiple objective functions), so
that all constraints are satisfied in the model. For example, a classical problem is the
production scheduling, in which a schedule is sought that minimizes the project end
by deciding the job-process order on each machine. Constraint optimization is an
established research field with the notable sub-fields Operations Research, Constraint
Programming, and Mixed-Integer Programming and has attracted much research in
the modern area. Due to that there is a plethora literature about different optimization
techniques and solution methods for various manufacturing problems. We refer the
keen reader to these surveys and books as a starting point (see, e.g., Baptiste et al.
[23], Schwindt and Zimmermann [219, 220], Ouelhadj and Petrovic [184], Liu et al.
[154], Wari and Zhu [255]).

The remainder of this sub-section focuses on optimization aspects related to big data
and movement analytics. We note that to best of our knowledge constraint optimiza-
tion is used as a “consumer” of data from big data and movement analytics rather
than a “producer” or an “enhancer” of such data.
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2.6.1 Production Scheduling

The majority of the problems in production scheduling are on the tactical and oper-
ational level. The former one is concerned with generating a “baseline” or “master”
schedule before the start of production and the latter one to react to unfolding events,
e.g., machine failures, resource unavailabilities, delays, and new orders, during the
production. As Ovacik and Uzsoy [185, 186] point out, one of the main issues for
optimization is the lack of accurate information, e.g., the length of the processing
times, which results in uncertainty in a solution. In order to decrease the uncertainty
on both levels, recorded real-time information, which can come from, e.g., sensors,
scanners, bar-codes, and computer terminals, is used to improve estimated values of
some data, e.g., worker performances and job processing times [63]. These improved
data are then fed to the standard solution approach for project scheduling.

On the operational level, the real-time information is digested in a timely manner
and fed into a framework, which decides what action to take or not. Cowling and
Johansson [63] developed a general framework, in which events (i.e., the arrival of
new real-time data) are put through a four-stage process: detection (via, e.g., sensors,
scanners, bar-codes, and computer terminals), classification (classifies the event and
decides whether the event is handled automatically or manually), identification (reg-
ular or not, and reasons), and diagnosis (decides whether to take no action or perform
a limited repair or reschedule from scratch). Constraint optimization is especially
important for the last stage, for which an optimal action strategy is seek, and the repair
and the reschedule are optimization problems. In general, the action strategy is based
on quantitative measures of utility (i.e., the improvement in “baseline”/“master”
scheduling objectives due to schedule revision) and stability measurement (i.e., the
disruption caused by schedule revision). Ouelhadj and Petrovic [184] presented a
review of the optimization techniques used for real-time optimization using the data
analysis (movement and disruptions) in the manufacturing space. Moreover, Dobler
et al. [77] has combined big data with optimization for optimizing job assignment
by comparing the static optimization against a real-time situational awareness digital
avatar where real-time situational awareness will inform about events such as, e.g.,
disruptions, machine failures.

2.6.2 Factory Layout

The factory layout problem concerns the spatial positioning of work stations,
machines, tools, and/or functional areas in order to increase the efficiency of the
production flow while respecting the application specific constraints, e.g., building
boundaries and pathway dimensions. There is a significant amount work on opti-
mizing the layout by simulation of production schedules on a virtual digital factory
environment on simulated data (see, e.g., Centobelli et al. [49], Lee et al. [135], Kan-
duč and Rodič [121], Herr et al. [114]), which can be partly based on real-time data
and/or movement analytics on the current factory setup. Different objectives or com-
bination of have been studied, e.g., minimum travel time/distance (see, e.g., Dzeng
et al. [84], Kanduč and Rodič [121], Herr et al. [114]) and minimum production lead
time (see, e.g., Centobelli et al. [49]).
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For instance, Dzeng et al. [84] use movement analytics for allocation of functional
space in a facility while minimizing the travel distance required by the worker
during their daily activities and incorporating preference of space sizes. For move-
ment analytics, the worker’s movement are tracked through the facility using RFID
technology. Then the tracking data is mined to determine movement patterns and
the relation values between functions. This information is fed into an optimization
algorithm, here a genetic algorithm, to solve the problem at hand.

There is also other related work on factory layout that focus on building construc-
tion in general using movement analytics. Duan and Cao [83] review how RFID
technology can be used to integrate the movement analysis for better tracking and
hence making efficient decisions in construction related and other decisions at dif-
ferent stages of the life cycle of a building. While they focused on the use of RFID
technology, Li et al. [142] reviewed all the use of different real-time locating systems
developed in construction sector to identify and track the location of an object in both
indoor and outdoor environments and support the decision making. Du et al. [81] has
also presented the review of how movement data can be used in the construction of
building and deciding optimal layout. However, their study focused on the work done
in optimizing the energy consumption.

Summary: Constraint optimization

Constraint optimization is a consumer of curated data from big data and movement
analytics to make better decisions in production scheduling and factory layout prob-
lems. The curated data can provide following things or combination of as an input
for optimization methods:

• more realistic value estimation, e.g., job processing times,

• real-time information about values and disruptions for rescheduling and/or
repairing a schedule in action, and

• discovery of work patterns, e.g., worker’s movement patterns between different
functional spaces.

Since the optimization methods are the consumer of such information, standard
optimization techniques can be applied on it.

For instance, a worker requires a tool to process a job, but always has to leave their
work area to obtain it, which significantly contributes to the processing time. By
tracking the movement of the worker and what job they process, movement analyt-
ics can identify that the worker always leaves their work area for some time when
processing this particular job. This knowledge can be used to, e.g., a permanent place-
ment of the tool at the work area or nearby to decrease the processing time of the job,
or a creation of a new job for the retrieval of the tool preceding the actual processing
job to reflect the reality better.

Movement analytics along optimization has been applied for better path planning of
unmanned vehicles to avoid obstacle collisions and to minimize path times and turns
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(see Yang et al. [263], Lutz et al. [161]) in the transportation area. These developed
methods for transportation are also applicable in manufacturing under the assumption
of a fixed factory layout, when transportation of raw material, intermediate, and final
products through and around a factory are critical of the operation of the factory.

An interesting area is to explore architectures for combined ML, logic and con-
straint optimization techniques. For instance, logic programming could be tried to
bridge a semantic gap between ML methods for, e.g., trajectory segmentation and
classification on the one hand, and constraint optimization on the other hand.

3 Applications of Movement Analytics

In this section, we review research-intense applications of movement analytics in a
manufacturing context. We focus on approaches that are based on positioning data,
but we briefly touch on non-positioning data as well (Section 3.6).

Position data-based production tracking has the potential for optimizing production
processes in manufacturing. We focus on domain specific applications or case studies
considered, models applied, trajectory data representation and cleaning process, and
data sets used (if any). In contrast, the subsequent Section 4.1 looks at applications
from a more industrial perspective.

Table 3 presents a list of prominent research papers in the literature, categorized
according to their applications.

3.1 Workflow Evaluation

Workflow evaluation refers to characterization of dynamic production systems by
computing process-related metrics or Key Performace Indicators (KPIs) for imple-
menting situation-aware production control [107]. In the era of cyber-physical
environments, state-of-the-art tracking systems monitor, evaluate and control pro-
duction in smarter ways than ever before. Arkan and Van Landeghem [12] utilize
spatio-temporal data collected by applying Real Time Locating System (RTLS) from
a multi-item production system with the aim of improving work-in-process (WIP)
visibility within manufacturing. Specifically, they focus on assessing the performance
of a semi-automated shop floor for producing passenger car plastic bumpers and
spoilers for a manufacturing company. They first applied a filtering method to exclude
redundant RTLS data instances from the trajectories of objects/items moving between
workstations. The filtering method divides the floor into a set of zones and for each
product only keeps data instances when it enters or exits a zone. This helps to signifi-
cantly reduce the size of trajectories and saves time during analysis, since the multiple
data instances when waiting in a zone for a while are ignored. The cleaned trajecto-
ries are then used to compute a set of KPIs: cycle time, cycle speed, production time,
defect reject ratio, work space utilization, for evaluating the workflow performance.
These KPIs are then analyzed to redesign the floor with a simulation tool.
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Application
Ref

paper
Approach Model Data processing

Workflow
evaluation

[12]
Key Performance Indica-
tors (KPIs) computation

Layout based trajectory map-
ping

[107] KPIs computation
Trajectory smoothing using S-G
filter, and layout based trajec-
tory mapping

[211]
Clustering & KPIs com-
putaion

k-means

Collision
avoidance,
human-robot
collaboration

[163] Trajectory prediction LR

[54]
Trajectory prediction &
plan recognition

LSTM networks,
Bayes rule

[269] Trajectory prediction LSTM networks

[254] Trajectory prediction k-NN
Access points based trajectory
mapping

Frequent
path or
trajectory
patterns

[45] Data mining Apriori algorithm
Trajectory mapping using data
cubes

[43] Data mining Apriori algorithm

[156] Analytical
Raw trajectory to binary trajec-
tory using Chebyshev’s inequal-
ity

Indoor space modeling [111] Clustering GDBSCAN [212]
Trajectory segmentation using
TRACLUS [133]

Event detection [88] Analytical DBSCAN

Others

[234] Big data analytics RF
Data cleaning based on
DBSCAN

[235] Big data analytics NNs

[270] Big data analytics
k-means, association
rule mining

[118] Big data analytics Rapid-Miner

[274] Clustering & prediction SVM, DT

Table 1 A list of prominent studies that consider different manufacturing applications

To develop novel analytics solutions for improving production control and manage-
ment process, the correct use of RTLS data is of utmost importance. Consequently,
Gyulai et al. [107] present a spatial processing method to clean trajectory data for
the purpose of computing different KPIs (similar to [12]) to evaluate the perfor-
mance of production systems. The method applies a discrete event simulator model
using Siemens Tecnomatix Plant simulation to create a test bed reflecting the oper-
ation of an assembly system consisting of four lines each with fifteen workstations.
The simulated trajectory data are cleaned in two stages: noise filtration and map-
ping trajectories to production route. Firstly, a Savitzky-Golay filter has been applied
to spatial data to remove the noise and increase the precision of the data without
distorting the signal tendency. Secondly, smoothed data is mapped onto one of the
production routes and further corrected using a probabilistic correction method.

Rácz-Szabó et al. [211] study the feasibility of RTLS to support different applications
in manufacturing including production control, quality control, safety, and efficiency
monitoring, etc. They present a case study of using RTLS data from an automotive
company to: i) identify the bottlenecks in defined production zones, ii) measure the
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cycle time deviation at the workstations. They also provide a guideline for imple-
menting RTLS based tracking systems for the above mentioned applications. As such,
they systematically explain the data cleaning and analysis method involved as part of
the workflow. To identify the bottlenecks (in terms of temporary storage or unplanned
workstations in the production process), they cluster the trajectory data by applying
the k-means algorithm. The cycle time of workstations is measured based on classi-
fied zone data that are visualized later to provide real-time information on the status
of the production process.

3.2 Collision Avoidance

In a dynamic manufacturing environment, different objects such as human workers,
robots, and Automated Guided Vehicles (AGV) often work side-by-side. The collab-
orations among different objects contribute to improve the flexibility and intelligence
of automation. To facilitate a safe and effective working environment, it is neces-
sary to predict the future whereabouts of a large number of users in indoor spaces.
However, the movement patterns of these objects are stochastic and time-varying
in nature. As such, it is quite challenging for the objects to efficiently and accu-
rately identify task plans of others and respond in a safe manner. Löcklin et al. [163]
considers the task of predicting future positions of human workers with the aid of
RTLS data, which can be considered as the general problem of trajectory prediction.
Motivated by the law of momentum, they present a method which assumes that the
workers cannot change their speed and direction infinitely fast. Consequently, they
apply least square fitting of a second-degree polynomial function to compute the
future speed 𝑉𝑡+1 of the workers using a number of past positions 𝐿ℎ𝑖𝑠𝑡𝑜𝑟 𝑦 . The cur-
rent positions data (𝑃𝑡 ) and estimated future speed (𝑉𝑡+1) are then used to compute
the future position (𝑃𝑡+1) at next time step as shown in Eq. 1

𝑃𝑡+1 =𝑉𝑡+1 · 𝑡 +𝑃𝑡 (1)

Moreover, to enable human-robot collaboration, the robots require various capa-
bilities ranging from fundamental skills such as activity recognition of human
co-workers to high level skills including reasoning about intentions and collabora-
tion in a shared space. Cheng et al. [54] develop a unified framework for safe and
effective collaboration between agents (human and robots). The framework consists
of two main components: human trajectory prediction and plan recognition. Human
trajectory prediction aims to predict continuous movement of human activities for
safe robot trajectory planning. On the other hand, plan recognition is to infer the cor-
rect plan in the human’s mind to help adapt their actions to the human’s work plan.
LSTM recurrent networks have been used to model the dynamics and dependencies
in sequential movement data and consequently predict the human’s next activity. The
inputs to the LSTM networks include wrist positions and velocities of selected key
points of human fingers. Given the classified motion labels and a history of human
pose, the potential plans of human workers have been inferred based on Bayesian
inference methods.
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Zhang et al. [269] also present a deep learning method to predict the future motion
trajectory of human operators in a human-robot collaborative car engine assembly
task. The method uses the visual observations of human actions (in terms of 𝑥, 𝑦, 𝑧
coordinates of five parts and four coordination units from the human body) as inputs
to the LSTM model which predicts the next move of a human operator to enable a
robot’s action planning and execution. The applied LSTM model includes two types
of functional units into the recurrent structure to parse the evolutionary motion pattern
of human body parts as well as their coordination for improved prediction accu-
racy. To reduce the uncertainty-induced robot mis-trigger and enhance the reliability
in interpreting the human motion, they also apply a probabilistic inference based
on Monte-Carlo dropout. Additionally, Wang et al. [254] develop a similarity based
model for location prediction by incorporating both spatial and semantics aspects in
the indoor scenario. They represent the trajectory data by the sequence of (access
point, time) pairs where each access point is represented by a unique ID and sub-
category of regions it covers. The developed model applies k-nearest neighbors to the
find a trajectory (𝑇𝑠) from the database that is most similar to a given trajectory 𝑇𝑦
based on a distance metric and then predict the next location of 𝑇𝑦 from 𝑇𝑠. The main
novelty lies in the formulation of a distance metric that considers both spatial and
contextual/semantic distance computed based on longest common sub sequences and
dynamic time warping, respectively. The method is evaluated using a large trajectory
data set: 67 access points, 200 defined regions, 34 sub-regions and 261,369 trajec-
tories. Evaluation shows its superior performance over the hidden Markov model
(HMM) model.

3.3 Frequent Path or Trajectory Patterns

In recent years, ML and data mining based analytic approaches have been used for
mining common and frequent patterns from trajectory data collected from manu-
facturing objects as a collaborative community. Frequent path or trajectory patterns

mining refers to finding groups of trajectories, considering their spatial or temporal
similarity or both, for the purpose of traceability and transparency of production pro-
cess, and to enable control and management of work in process (WIP). It also can
help to task scheduling and detect abnormal condition during production planning
and execution process.

Cai et al. [45] develop a spatio-temporal data model for monitoring IoT enabled pro-
duction systems by mining frequent trajectory patterns of WIP. The data model first
maps physical trajectories of WIP into logical trajectories by utilizing the concept of
multi-modal data cubes that consider both spatial and temporal data characteristics
to describe the changing states of WIP throughout the manufacturing process. The
logical trajectories expressed in terms of sequence of data cubes can better represent
the logical features of the manufacturing systems. They also present a method, called
a process-based method with a priori detection (PMP), for mining logical frequent
trajectory patterns, i.e., identifying groups of trajectories according to their similar-
ity either in the temporal or spatial sense. The proposed PMP method combines the
principle of the Apriori algorithm and depth first search to find the frequent nodes
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and subsequently identify the frequent logical trajectory patterns. The performance
of the PMP method has been evaluated using both a synthetic data and real data set
collected from a manufacturing workshop in China. Evaluation shows that PMP out-
performs depyth-first search, graph based mining, modified Apriori methods in terms
of both accuracy and execution time.

Bu [43] develops a framework describing: i) the possible applications of RFID tech-
nology for tracking objects (materials, robots) during the production process; and ii) a
method for mining frequent path patterns from massive amount of tracking data. The
applied data mining method basically applies the Apriori algorithm to correlate event
time with trajectory data in order to identify the most frequent path patterns during
both off-time and peak-time. The frequent path patterns could be useful for different
purposes: readjusting material flow paths, dispatch plans of AGV robots or increasing
working efficiency. Liu et al. [156] study the application of stationary RFID tags for
activity monitoring and present an analytical method for mining frequent trajectories
of regular activities. In contrast to the traditional RFID based localization methods,
the developed object localization method uses the interference on the stationary RF
tag signals caused by the activities to detect the activities themselves or unauthorized
objects. To identify the interference caused by moving objects, Chebyshev’s inequal-
ity is used on the sensitivity of the tags. This helps to map the raw RFID signal into
binary time series indicating whether interference is identified at different periods.
The mapped binary time series data is later used to mine the frequent trajectory pat-
terns of regular activities and identify movement of anomalous objects. They also
present an empirical evaluation of the frequent trajectory mining algorithm using a
real data set under different scenarios: single activity, group activities, busy activi-
ties, etc. Evaluation shows that the algorithm is fault tolerant and can detect frequent
trajectories well given the activities are not very complicated in space.

3.4 Indoor Space Modeling and Event Detection

Optimal utilization and customization of indoor spaces (such as shop floor, produc-
tion floor, etc) are crucial for mass production, efficient utilization of resources, and
reducing cycle time in manufacturing. Traditionally, qualitative methodologies such
as long term observations, and interviews and questionnaire based surveys are applied
to design and understand the use of indoor spaces. However, the massive volume of
RTLS data collected can help to track geo-spatial patterns of users and interactions
among them in indoor spaces in a timely and more efficient manner.

Han et al. [111] aim to quantify the distribution of indoor space utilization patterns
over time and predict the future regions of interest. Specifically, they develop a trajec-
tory clustering method to model the indoor space utilization by considering common
trajectory movement patterns from multiple users. They apply a partition-and-group
approach for identifying and grouping sub-trajectories from a trajectory database.
From each trajectory, they first identify a set of characteristics points by apply-
ing a method called TRACLUS [133] which uses the Minimum Description Length
(MDL) principle and subsequently partitions the trajectory into a set of line seg-
ments by joining those points. The segments represent the intra-trajectory movement
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patterns. The segments from all trajectories are then grouped into a set of clusters
based on a density based clustering algorithm for spatial data (GDBSCAN [212]).
The clustering results help with recognizing the regions that are expected to be
utilized heavily and visualize the evolution of utilization over time for the better
design of indoor spaces in the future. The method has been evaluated using a case
study at the College of Engineering, Penn State. The case study considers mod-
elling of indoor space utilization characteristic using the trajectory data set collected
from a student-oriented learning and design facility and subsequently optimising
the over/underutilized regions of the design space by quantifying the interactions
between users and objects.

Flossdorf et al. [88] consider the task of event detection from the trajectory data of
objects moving in a production floor at a manufacturing company. Specifically, they
aim to identify whether incoming location signals emitted by sensors attached to the
smarts objects refer to actual movement event (AME) or undesired awakening event
(UAE). For this classification task, it presents two different unsupervised algorithms.
The first algorithm relies on the principle of DBSCAN clustering method. For each
event, it observes the position information of the past 𝑘 events and determines the
maximal distance which exists to one of those. An event is then classified as AME
if the maximum distanced from past 𝑘 events is higher than a predefined threshold
𝑟. The second algorithm considers a time-based criterion. For each event, the passed
time between its occurrence and the occurrence of the event which was the 𝑘 th-last
observation is calculated. If this time difference is below a certain threshold 𝑏, the
point is labeled as AME. The parameters (𝑘 and 𝑟 for first algorithm, and 𝑘 and 𝑏

for second one) are determined based on visual analysis of their distributions. The
effectiveness of both algorithms has been evaluated using a real data set consists
of (𝑥, 𝑦, 𝑧) coordinates of 401 sensors attached with manufacturing objects for two
months, with 3.5 million positions in total. Although the results show that both algo-
rithms achieve similar classification accuracy, the former one performs better in the
presence of noise in data.

3.5 Non-Trajectory Based Data

The applications of IoT have led to a data-rich manufacturing environment. This
is having a positive impact on decision making and monitoring. However, the data
generated by IoT enabled smart objects is unstructured, and expected to grow
exponentially. Additionally, manufacturing data obtained from such smart objects
or sensors does not characterize movement or trajectories in many cases (e.g.
[234, 235], [270]). Below we review the prominent studies utilizing non-trajectory
based data.

Big data analytics have great potential for processing massive volumes of manufac-
turing data and developing applications for (but not limited to) fault detection, quality
prediction and defect classification. Syafrudin et al. [234] present a system for mon-
itoring the production line of automotive manufacturing by combining IoT enabled
sensors, big data processing, and a ML based fault detection model. The system first
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utilizes IoT based sensors to collect the real-time temperature, humidity, accelerom-
eter, and gyroscope data from an automotive production line. The unstructured and
large volume of data relating to manufacturing process is then stored and processed
using big data technologies that include Apache Kafka, Apache Storm, and Mon-
doDB. Subsequently, it applies a hybrid ML model utilizing the concept of both
supervised and unsupervised learning. Specifically, the hybrid ML model employs
DBSCAN clustering to identity noise in the data and a random forest algorithm for
identifying anomalous activity or fault detection in the manufacturing process given
the current sensor data from the production line. The proposed system has been evalu-
ated using a real data set from an automotive company in Korea. Experimental results
indicate that the presented system is scalable and efficient to process the large volume
of sensor data, and reduces both CPU and memory utilization.The fault detection sys-
tem is evaluated using 342 instances, each consists of eight features. Results showed
that random forest can detect fault/anomalous activities with better accuracy com-
pared to the other models tested that include naïve Bayes, logistic regression, and
neural networks (NNs).

In a similar study, Tao et al. [235] discuss the role of big data analytics at different
stages of the data life cycle such as data collection, transmission, storage, pre-
processing, filtering, analysis, mining, visualization, and applications in supporting
smart manufacturing. They also presented a case study focusing on fault diagno-
sis and prediction by applying NNs utilizing vibration data of machines as inputs.
Zhang et al. [270] also proposed a big data analytics framework for optimization
and management of product life cycle. Their framework includes four components:
data sensing and acquisition, data processing and storage, data mining, and applica-
tions for product life cycle management. The most important data mining module is
designed to discover the hidden patterns and knowledge from historical and real-time
data by utilizing clustering techniques and association rule mining.

Moreover, real-time scheduling and revised-scheduling of the shop floor is one of
the key factors for quality control and fast delivery of products in modern manu-
facturing industry. Flexible and adaptable scheduling enables rearrangement of tasks
should there be any unexpected events or faults. Ji and Wang [118] propose a big
data analytics based approach for predicting errors or potential faults of planned tasks
or WIP to support shop floor scheduling. They represent the planned tasks and WIP
using a set of data attributes and compare them with the fault patterns mined from
shop floor database. Based on this, they compute the similarity or difference relative
to the mined fault patterns and provide a reference for potential faults that include
machining errors, machine faults, and maintenance states ahead of machining task
and before actual faults during machining. To minimize database query time, they
used RapidMiner 2, an integrated open source software platform which supports data
processing, ML, deep learning, text mining, and predictive analytics. Zhong et al.
[274] consider computing standard operation times and discovering unknown dis-
patching rules from shop floor data for advanced production planning and scheduling
under different operational conditions. They develop a data mining method which

2https://rapidminer.com/

https://rapidminer.com/
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involves clustering of shop floor data using support vector machines. The clustered
data is then used to estimate standard operation times and mine job dispatching rules
based on a decision tree model.

3.6 Non-Position Based Movement Data

In the sections above, we emphasized the usage of positioning data. However,
movement can be captured by non-positioning data as well, e.g., by accelerome-
ters. Miniaturized versions of accelerometers, gyroscopes and magnetometers are
commonly packaged as wearable sensors to capture movement patterns in human
and animals. These sensors generate signals that characterize different movement
patterns. Note that these sensors do not generate location data. In some outdoor sce-
narios, GPS devices are included as part of the wearable sensor pack to provide
location data, but accelerometers, gyroscopes and magnetometers do not themselves
generate any position information.

Stetter [230] summaries a good number of applications of such sensors in human
space for strategic decision making. These sensors are are commonly used for:

• Common daily activity, exercise levels

• Biomechanical parameters (e.g., bends)

• Understanding injury risks [9]

• Sport performance diagnosis

• Clinical human movement analytics

• Movement abnormalities or identifying changes due to orthopedic or physio-
therapeutic interventions

• Gait analysis

• Patient healing progress

• Ambulatory monitoring methods for applications to neurological disorders

• Measuring worker productivity: (e.g., fruit picker efficiency) [65]

The accelerometer sensors are also used to understand movement patterns in animals.
Following are some common applications of such sensors in the livestock industry:

• Behavior analysis (e.g. walking, lying, standing etc. in animals) [203]

• Health monitoring (e.g. birthing events, estrus etc. in animals) [222][227]

• Understanding group behavior (e.g. animal group foraging)

Notice that positioning-based and non-positioning based analytics are not disjoint
dimensions. For instance, one can consider combining position data with first
derivative (velocity) and second derivative (acceleration) to characterize or enhance
position based trajectories.
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Summary: Analytics on position based movement data

The above review suggests that several approaches have been investigated in the lit-
erature for efficiency monitoring, production control, safety and collaboration. Most
of the reviewed studies consider using standard ML or data mining methods with
only a few exceptions: for example, [12, 107] compute KPIs for evaluating workflow
efficiency from operational data without ML involvement, and [156] presents an ana-
lytical method for processing raw trajectory data. However, the literature supporting
the utilization of RTLS data based on ML is too shallow – there are few studies avail-
able and the applied ML techniques are simplistic. The applied traditional ML models
have limitations to fit the specific characteristics of position-based data such as the
presence of dependencies among measurements induced by the spatial and temporal
dimensions. For example, standard classification models (e.g. random forests, neural
networks, decision trees) cannot characterize the non-uniform and sequential patterns
commonly associated with trajectory data, and classical k-means algorithm does not
consider the spatio-temporal relation while grouping the trajectories into different
clusters. Thus, advanced and specialized models can be appropriate choice to develop
applications utilizing RTLS data. These include sequence-to-sequence models that
require to predict an output sequence (e.g. complete future trajectories of objects
moving in a dynamic environment), and TCNN for classification of trajectories by
considering similarities among them both in temporal and spatial senses.

Different application possibilities exist in manufacturing using RTLS data. Taking
the knowledge from extensive studies in other domains, the literature can be extended
by utilizing RTLS data in manufacturing by following ways:

i Anomaly detection: Anomaly (also known as outlier) identification approaches
are an active area of research across domains and involve the usage of data
in various formats including sequence or trajectory data. Anomaly identifica-
tion also can be studied either in the context of individual outliers or collective
outliers. Most of the existing approaches solely focus on identification of sim-
ple basic outliers [32]. However, outliers in manufacturing data are likely to
exist in a group when there is a group of objects (e.g., workers, robots, or other
smart objects) that deviates from the anticipated and usual trajectory in a given
time due bottlenecks in the production systems. Moreover, defining the abnor-
mality of movement behavior and detecting anomalies from complex and large
trajectories is an inefficient approach since the models can be overloaded with
the dramatic increase of trajectory streams generated by multiple interacting
objects. Hence, features reflecting the spatial, sequential, and behavioral char-
acteristics of the objects can be identified from the long trajectory streams and
used with the ML models as an efficient alternative (e.g. [138, 267]).

ii Trajectory prediction: In the context of manufacturing, trajectory predic-
tion has considered predicting only next position of workers or objects [163].
However, prediction of a complete route or trajectory from a set of past posi-
tion sequences could be more useful to plan and monitor the WIP, collision
avoidance, and enhance collaborations among workers and/or smart objects.
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iii Trajectory clustering: Clustering is a widely used method for discovering
interesting or unexpected patterns in trajectory data. Previous studies on trajec-
tory clustering apply different algorithms that compare and group trajectories
as a whole [133]. However, in reality each trajectory may have a long and com-
plicated path and moving objects move rarely together for entire path. Besides,
common sub-trajectories is also useful in many manufacturing applications,
especially when there are regions of special interest for analysis [133, 252].
Hence, approaches that partition each trajectory into characteristic segments and
then group the segments of all trajectories can help to better discover common
patterns from a trajectory data set.

iv Trajectory representation: Trajectory data is expected to be large since RTLS
record the positions in very short intervals of time and real-time processing
of such data sets is quite challenging. Hence, existing studies consider dimen-
sionality reduction of trajectories by mapping raw trajectory data onto a layout
(which is know beforehand) based representation (e.g., [12, 107]), or using
grid based indexing of trajectory data (e.g. [75]. Although this mapping pro-
cess is easy to implement, it is not feasible to apply if the exact layout is not
available. This problem can be addressed in two ways. Firstly, by represent-
ing and extracting features from trajectories by the use of generative models
where the behavior of the each trajectory has been approximated by a paramet-
ric model [18]. The learned parameters or features can then be used as succinct
representations of the trajectories. Secondly, mapping trajectories based on the
distance to a set of landmarks points chosen arbitrarily or placed randomly to
cover a domain of focus [196]. New distance measures that easily and inter-
pretably map objects can be computed based on how they interact with the set of
landmarks. These distance measures subsequently can be used effortlessly with
well established ML models for trajectory classification, anomaly detection,
clustering, etc. Alternative methods can also be explored for trajectory repre-
sentation that include semantic mapping based on classical logic and knowledge
representation techniques.

4 Industrial Applications, Commercial Systems and

Digital Twins

In the previous section we took a broad view on movement analytics applications for
collision avoidance, finding trajectory patterns, event detection, workflow evaluation,
and health, among others. We viewed these from a technology angle, in particular the
ML approaches underlying most of them.

In this section, we take a different viewpoint from the end-user perspective: what are
the industrial real-world applications that are currently supported by movement data
analytics, and to what benefit (Section 4.1), and what are the available commercial
systems (Section 4.2)? Finally, we investigate on the opportunity to employ digital
twin technology (Section 4.3).
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4.1 Industrial Applications

Table 2 lists industrial applications in maritime industries [262, 82], transportation [2,
13, 10, 171, 199, 16], autonomous vehicles [263, 228], health [2, 178, 10], behavior
analysis [199, 16], manufacturing [216, 10, 77] and indoor positioning [216, 2].

Paper Category Technique Applications

[216] Indoor movement
analysis

GIS Manufacturing

[2] Survey on indoor
positioning

Transportation, manufacturing,
logistics, safety, health industry

[262] Review of analytics
and big data
applications

AIS Maritime

Comment: The survey covers techniques that are relevant to manufacturing as well.
For example: Behavior analysis, environmental impact, performance, trading.

[178] Health and Safety Bayesian neural
network

Wheel chair movement

Comment: The technique mentioned can be used for vehicles moving in
manufacturing space

[13] Route estimation,
collision avoidance

Parametric
optimization

Transportation

Comment: The technique mentioned can be used for automated vehicles, robots and
worker movements in manufacturing space

[10] Visual movement
analytics

Visual analytic tool
(VAT)

Comment: Transportation, behavior analysis, logistic optimization, manufacturing

[171] Transportation,
capacity
management

Transit network
flow simulation

Transportation

Comment: The paper covers problems that also exists in manufacturing at different
level

[263] Collision avoidance Optimization and
RRT

Autonomous flight

Comment: Methods can be used in Manufacturing for collision avoidance. There is
a scope to improve the solution of the other methods such as logic inferences and
Bayesian networks or ML for more accurate position estimation.

[82] Maritime, collision
avoidance

DDPG and DP Transportation

Comment: Collision avoidance and path planning with minimum turns is also a
challenge in manufacturing space.



Springer Nature 2021 LATEX template

4 INDUSTRIAL APPLICATIONS, COMMERCIAL SYSTEMS AND DIGITAL TWINS 45

[199] Review of route
choice methods and
impact of behavior

Transportation

Comment: Routing is a problem in manufacturing as well

[16] Behavioral analysis Threshold based
labeling algorithm

Transportation management and
demand planning

Comment: Tracking worker movements is important in manufacturing as well

[228] Collision avoidance
of mobile robot

ML+ random tree +
heuristics

Manufacturing, transportation

[77] Manufacturing Optimization
(static) + situational
awareness and
rescheduling

Manufacturing

Table 2: Big data and movement analytics across various industries.

The papers [262, 2, 16] give a good review of how movement and data analytics are
used to assist real-time decision making in the areas of maritime industries, indoor
positioning, behavior analysis, and transportation, respectively.

Al Nuaimi and Kamel [2] presents a survey of systems and methods used for track-
ing people and objects in indoor environments such as factories, hospitals, nursing
homes, and train terminals. The authors have compared different indoor positioning
systems such as “Fixed indoor positioning systems” (that have a fixed number of Base
Stations (BS) installed at fixed locations within the building); and “Indoor pedestrian
positioning”(people carrying localization sensors). The comparison was done with
respect to the challenges of providing the best indoor position systems. The key fac-
tor in deciding tracking system efficiency depends on how accurately it can track the
people movement and which methods are available to quantify the movement. With
this perspective, the authors have extended the survey on different methods used for
estimating the position of people. The two main methods outlined in the survey are:
“Bayesian filtering” to estimate the steps of the pedestrian at a certain time when
knowing the previous steps of the same pedestrian at number of times before it and
“Kalman filter-based algorithms”: a mathematical model which is used to accurately
estimate the position with the existence of noise. Their findings suggest that the fixed
indoor position system provides a good accuracy, however there is good scope to
enhance the performance of the “indoor pedestrian positioning” system.

Later Schabus and Scholz [216], also focused on tracking objects and people in
indoor environments. However, rather than deciding on which system is better as in
[2], the authors focused on the objective of finding the best paths from one point to
another and identifying the bottlenecks. For this purpose they analyzed the move-
ment behavior in an indoor environment using Geographical Information Services
(GISs). The movements behavior is visualized as a network with paths created from
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one point to another using routing algorithms to get shortest paths. These paths are
compared with historical paths (actually visited path by an asset) to gain insight about
detailed movement behavior and deviations from the optimal path. The bottlenecks
are identified by summing up the number of times an edge is visited by an asset.

While the focus of Schabus and Scholz [216] was to identify the deviation from
shortest paths and bottleneck paths with using movement behavior analysis, Song
et al. [228] worked with the objective of finding safe paths in an indoor environ-
ment. They proposed mobile robot path planning to produce the optimal safe path.
A real-time obstacle avoidance decision model based on ML algorithms is designed
to improve the accuracy and speed of real-time obstacle avoidance prediction for
mobile robots in local path planning. The Rapid-exploration Random Tree algorithm
(RRT) algorithm is extended by greedy algorithm approach to smooth the global
path and shorten its total length by removing the redundant nodes. The method is
called Smooth Rapidly exploring Random Tree (S-RRT) method. The authors have
also looked at optimizing the path planning time together with finding the shortest
path. For optimizing the path planning time and generate a more stable collision-free
optimization path, an improved hybrid genetic algorithm-ant colony optimization
algorithm is proposed. It is based on the idea of hybrid algorithm that combines the
advantages of genetic algorithm and ant colony optimization, and can generate better
paths in global path planning and local path planning.

All three papers mentioned so far used movement analytics to find best and/or safe
paths in indoor environment. However, there are studies demonstrating the benefits
of using the movement analytics with respect to other aspects such as capturing real
time disruptions in manufacturing space. For example, Dobler et al. [77] studied how
big data from interwoven, autonomous and intelligent supply chains can be integrated
and used in optimizing the manufacturing systems against various real-time disrup-
tions such as machine failure, resource become unavailable etc. They propose and
compare two different approaches for the optimization of manufacturing lines. The
first approach is based on static optimization of production demand. In the second
approach, real-time situational awareness—implemented as digital avatar—is used to
assign local intelligence to jobs and raw materials. The real-time situational aware-
ness will inform about events such as disruptions and machine failures which will be
fed into the optimization framework to make better decisions. The results are gen-
erated using event-discrete simulation and are compared to common (heuristic) job
scheduling algorithms.

The application of movement analysis is studied in literature from various point of
view in manufacturing as well as other industries. Another industry making use of
movement analytics is the transport industry where there are many applications such
as identifying consumer behavior that in turn determines the demand of a specific
route; collision free paths; route congestion; demand of different paths at differ-
ent times; and estimating alternate routes [16, 199, 13, 171]. To identify consumer
behavior in using specific routes, correct labeling of events plays an important role.
Asakura and Hato [16] worked on this problem and propose a labeling algorithm for
tracking travelers’ behavior. They used mobile communication systems such as GPS



Springer Nature 2021 LATEX template

4 INDUSTRIAL APPLICATIONS, COMMERCIAL SYSTEMS AND DIGITAL TWINS 47

(global positioning systems), cellular phone and RFID for the same purpose. Two of
the important events to label that helps in identifying the demand of a specific path/-
position of route and hence help in identifying the possible congestion are: move or
stay. The authors have proposed a simple labeling algorithm based on the approach
of varying thresholds or discarding some points from the analysis, for example points
that have very short duration at a place are discarded while labeling stay. The thresh-
old variation approach helped them in predicting the areas of congestion or demand
at a time with more confidence.

Andrienko et al. [10] worked on the similar problem; however rather than just label-
ing the data efficiently, they suggest a complete framework for movement analysis
combining interactive visual displays with database operations and computational
methods. Their movement analysis framework has three main components: 1). Data
cleaning and filtering by including additional fields such as speed or time interval
between two movements that can help with logically filtering the data; 2). Extraction
of significant places where an object stops frequently or for more duration using a
SQL query or user defined criteria; 3). Extraction and examination of trips where a
trip may be application-and goal-dependent using a SQL based query or thresholds.
To avoid the false flagging/categorizing of a place as significant place, for example,
removing occasional places from regular ones, the clustering algorithm (OPTICS) is
used where parameters of a cluster are user configurable.

While Asakura and Hato [16] and Andrienko et al. [10] worked on data handling
and labeling part, Mo et al. [171] studied the use of movement data to predict
the demand of flow through the rail network. They propose a simulation-based
optimization (SBO) framework to simultaneously calibrate origin-destination (OD)
flow, passenger path choices and train capacity for urban rail systems using auto-
mated fare collection and automated vehicle location data to analyze performance
and conduct performance retrospectives of urban rail systems. The SBO model has
the objective of minimizing the square error between model-derived OD exit flows
and the corresponding observations and the difference between model-derived and
observed journey time distribution (JTD) where observation data is obtained from
autoamted fare collection data. The model calculates the OD exit flow, and JTD using
a black-box function that corresponds to the transit network loading (TNL) model
(a forecasting model), which assigns passengers over a transit network given the
(dynamic) OD entry demand and path choices. TNL can output the model-derived
OD exit flows and JTD for a given set of path choices and train capacity. TNL has no
analytical form therefore SBO is used. The proposed optimization method is tested
on different scenarios representing different degrees of path choice randomness and
crowding sensitivity. Data from the Hong Kong Mass Transit Railway system is used
as a case study for generating synthetic observations used as “ground truth". The
results show that the response surface methods (particularly constrained optimization
using response surfaces) have consistently good performance under all scenarios.
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Later on Arp et al. [13] worked on the problem of determining best alternative
routes in case of congestion or diversions using movement data. They use paramet-
ric optimization and network based real-time forecasting for traffic flow en route on
a network.

Prato [199] present a good review of the state of the art in the analysis of route
choice behavior within a discrete choice modeling framework. This review focuses
on drivers’ route choice behavior in transportation networks, but the same modeling
framework is applicable to the multi-modal context. The review examines both major
challenges in route choice modeling, namely the generation of a choice set of alter-
native routes, and the estimation of discrete choice models. This is difficult as the
semantics identifying the different routes can be a challenge based on the length and
topology of area and noise present in the data. The choice set generation methods
are classified as deterministic shortest path-based methods, stochastic shortest path-
based techniques, constrained enumeration algorithms that rely on the behavioral
assumption that travelers choose routes according to behavioral rules other than the
minimum cost path, and probabilistic approaches that attach a generation probability
to each route.

The maritime industry is another industry also benefited from the use of movement
analytics [262, 82]. Yang et al. [262] focus on the comprehensive review of the
literature regarding Automatic Information Systems (AIS) applications in maritime
industries. They categorized the AIS applications into seven application fields of
data analysis for maritime industries: AIS data mining, navigation safety, ship behav-
ior analysis, environmental evaluation, trade analysis, ship and port performance,
and Arctic shipping. The methodologies in the literature are categorized into four
categories: data processing and mining, index measurement, causality analysis, and
operational research. One of the most recent and relevant works in the maritime
industry using movement analytics is by Du et al. [82]. They worked on the prob-
lem of identifying the obstacles and optimize against those obstacles to determine
the collision-free path for coastal ships with minimum turning points. They present
an optimized path planning method based on improved Deep Deterministic Policy
Gradient (DDPG) and Douglas Peucker (DP) algorithms. The DDPG method works
for continuous space and partly depends on the grid environment and grid partition
strategy. The aim of the study is to avoid known obstacles and shore-based infor-
mation obstacles (such as ship-wreck area, restricted navigation area, and military
exercise area) by making better predictions and finding an obstacle-free path with
minimum turning points. To make better predictions, authors have used Long Short
Term Memory (LSTM) as the first layer of DDPG to enable the uses of historical
state information to approximate the current environmental state information. The
DDPG is further improved by using a two stage reward function, mainline reward
function and auxiliary reward function, to overcome the low learning efficiency and
convergence speed of the traditional DDPG method. The mainline reward function is
used to guide the ship to reach the target point and complete the path planning task.
Meanwhile, the auxiliary function gives reasonable punishment in the process of path
planning, so as to avoid obstacles. The problem that too many turning points may
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exist in the above-planned path, which may increase the navigation risk, an improved
DP algorithm is proposed to further optimize the planned path to make the final path
more safe and economical. The proposed DP algorithm helps in removing the excess
turning points.

The other important industry which benefited from movement analytics is health.
Nguyen et al. [178], Andrienko et al. [10] study the use of Bayesian neural networks
in developing a hands-free wheelchair control system. The experimental results show
that with the optimized architecture, classification Bayesian neural networks can
detect head commands of wheelchair users accurately irrespective to their level of
injury

Summary: Industrial applications

Big data and movement analytics played a crucial role in different industries to
assist real-time data-informed decision making to mitigate the effects of possible
disruptions. The application areas in the papers reviewed in this section cover path
optimization to avoid collisions with minimum turns and distance travel; layout
optimization to increase the efficiency of resources and throughput of the system; col-
lision avoidance for systems working with automated vehicles and robots; demand
and inventory management through consumer behavior; and flow management to
avoid congestion (especially in the transportation industry). For tracking data, vari-
ous techniques are used based on the application area and suitability. For example,
GIS; infrared, ultrasonic, radio frequency systems; and indoor pedestrian positioning
are used to track data in an indoor environment. In contrast, GPS, cellular phone, and
RFID systems are used for tracking objects in an outdoor environment. Once the data
is obtained, mainly ML, random tree, neural network, Bayesian probability, and situa-
tional awareness (simulation) based techniques are used to process the data and make
accurate predictions about the obstacles and issues. To act against the informed obsta-
cles and issues, heuristics and simulation-based optimization techniques are used for
real-time decision-making.

In summary, different industries are benefiting from the use of movement and data
analysis in predicting relevant events and making efficient decisions based on those
predicted events. There are good review papers for the application of movement and
data analysis in other industries [262, 2, 16], but there is no existing review paper
for movement analytic and manufacturing. Methods ranging from ML, neural net-
works, Bayesian probability, and logical inference have been used in the literature for
data and movement analytics, but none of the mentioned papers have leveraged the
advantage by hybridizing different techniques. There is a clear scope in combining
the different techniques used across various industries and leveraging their benefit to
inform decision making in manufacturing.
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4.2 Commercial Systems

There are a number of products on the market that provide movement analytics in
manufacturing. In this section, we describe some of the commercial off-the-shelf
products available. Details of individual products can be found in Table 3.

Company Hardware Software What can it do?

Data Dog [69] None Software for
monitoring IoT
devices.

Monitor performance of a
system of IoT devices.

iMonitor [117] None (QR codes
which can be scanned
by tablets)

Organizes lists of tasks
and parts/inventory

Reduces paperwork by
making data collection easy
through scanning of parts
using QR codes and tablets.

Machine Met-
rics [165]

Box that connects to
manufacturing
machine via Ethernet
cable.

Real-time visualization
of equipment, system
or worker on factory
floor.

Visualization, bottleneck
analysis and optimization of
workflow by sending
instructions to factory
workers via app.

Motion Analy-
sis [173]

Sensors for human
motion tracking.

Motion capture
software.

Ford used this to conduct an
ergonomic analysis of their
assembly line.

SmartX
HUB [226]

RFID tags to track
parts, inventory and
equipment.

IoT asset tracking
software

Keeps track of parts and
inventory, and monitors
where and for how long
items are being used.

Worximity
Technol-
ogy [257]

TileConnect, a wifi-
enabled smart sensor.

Collects and sends
data to the company
for calculating the
Overall Equipment
Effectiveness (OEE)
and displays data in
real time.

Calculates OEE, displays
key performance indicators
in real-time on dashboards
in factory, and tracks
downtime to see when and
for how long stoppages
occur.

Table 3 Summary of commercial off-the-shelf products for movement analysis in manufacturing.

Existing systems focus on collecting data to improve organization, real-time mon-
itoring and improving factory performance and output. Tagging and scanning parts
reduces paperwork makes record keeping easier [117]. It also allows staff to know
where inventory is located to prevent losing it [226]. Real-time data visualiza-
tion [257, 165, 69] allows companies to keep track of key performance indicators
from dashboards in the factory. Finally, some products offer services for improving
factory performance and output [165], though the details of what optimization tech-
niques they use are not clear from their web sites. The service provided by Worximity
Technology [257] includes a consultation with a Six Sigma expert who calculates
the Overall Equipment Effectiveness (OEE) and will provide suggestions on how to
improve it.

An interesting project which took a different approach was that of Motion Analysis
[173], who used cameras and sensors on workers to assess the ergonomics of their
work stations. Rather than tracking the movement of parts through a factory, this
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approach was about understanding the body positions of humans to avoid repetitive
strain injuries.

The off-the-shelf products put an emphasis on ease of use and incorporation into the
factory. This could indicate that when creating a product for industry, a focus needs
to be put on ease of implementation, if the technology is to be taken up by industry.

Summary: Commercial Systems

In summary, there exist some products on the market to do movement analytics in
manufacturing, and these products focus on improving organization, monitoring and
factory performance. As these products are sold by private companies, the underly-
ing analysis methods used in these systems are not clear. This is understandable, as
companies need to protect their intellectual property, but it leaves a gap in the market
for more transparent and explainable approaches.

4.3 Digital Twins

A Digital Twin (DT) is a virtual representation of a physical system and its associ-
ated environment and processes that is updated through the exchange of information
between the physical and virtual system. The concept of DTs was initially intro-
duced in 2003 by Michael Grieves, in an industry presentation concerning product
lifecycle management. In his white paper from 2014, Grieves [101] describes a DT
as a three-dimension digital model consisting of: 1) Physical model: used for defin-
ing, describing, and extracting information about the physical entities present in the
underline physical space; 2) Virtual model: which should be the exact mirror image
of the physical model in virtual space; and 3) Connection model: ties physical and
virtual space through transferring the historical and real-time information between
the two.

In DTs, online IoT sensors are used to collect data from the physical space, such as
the physical entities’ status data and trajectories. The collected data is then processed
and filtered (to handle scalability issues) using AI/ML and other big data techniques.
The processed data is then sent to the virtual layer of the DT for an update. Then,
AI/ML, optimization, and simulation techniques are employed to identify poten-
tial problems and to propose an on-time solution. Clearly, the identification of the
problem and its on-time solutions depends on the frequency and correctness of the
interaction between the physical and virtual space through IoT sensors, and hence
plays a crucial role in the success of DTs.

DTs have captured the attention of many researchers. The focus of research includes
reviewing the definition and key parameters of DTs, and the evolution of their struc-
ture over time [236, 247, 96, 102, 66]; how to improve DT implementations for better
usability [67, 78, 210]; and application of DTs to specific industries and objectives
[67, 78, 210, 164, 141, 157, 122, 104, 113].
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4.3.1 Digital Twins Definitions, Structure, and Key Parameters

With the development of industry 4.0 many authors have redefined DTs and extended
their scope [247, 96, 102, 236, 66]. They also reviewed the state-of-the-art DT
research concerning the key components of DTs, the development of DTs, and the
major DT applications in the industry. For example, Glaessgen and Stargel [96] rede-
fined DT as “the DT consists of a virtual representation of a production system that
can run on different simulation disciplines that are characterized by the synchroniza-
tion between the virtual and real system, thanks to sensed data and connected smart
devices, mathematical models and real-time data elaboration. The topical role within
Industry 4.0 manufacturing systems is to exploit these features to forecast and opti-
mize the behavior of the production system at each life cycle phase in real-time.”
Kritzinger et al. [130], gave the definition of DTs for manufacturing space, writing
that “a manufacturing DT offers an opportunity to simulate and optimize the produc-
tion system, including its logistical aspects, and enables detailed visualization of the
manufacturing process from single components up to the whole assembly.”

In 2019, Tao et al. [236] further contributed in definition and structure of the DT
concept by extending the three-dimensional model for the DT and proposing that
a complete DT should include five models: 1) Physical modeling: for extracting,
defining, and describing the key features of a physical entity; 2) Virtual modeling:
representing a mirror image of the physical world; 3) Data modeling: data definition,
transmission, conversion, and storage; and 4) Service modeling: for identification,
analysis, and upgrade services 5) Connection model: for maintaining a constant con-
nection between the physical model, virtual model, data model, and service model.
Based on the review, the author has identified the production, prognostics, and health
management industries as the primary application industries for DTs.

While Tao et al. [236] extended the model for DT, VanDerHorn and Mahadevan
[247] has proposed a generalized definition of DT. They highlighted the key parame-
ters required, such as: data update frequency; and level of abstraction of data, for the
implementation of DT and how they can impact the performance of DT. According
to them, these key parameters should be chosen based on the use case. For example,
updating the data every minute may not be required. Similarly, it may not be required
to consider all dimensions and details of the physical world while creating its virtual
replica. However, the high level of data abstraction gives rise to the high accuracy of
the physical model but may be pretty expensive and not practical. The impact of high-
lighted key components of the implementation of DT is demonstrated through a case
study where a DT is developed to support the ongoing asset integrity management of
a naval vessel.

Recently many authors have reviewed the concept of DT [130, 57, 243, 153, 200,
17, 139] from different perspectives. For example, Cimino et al. [57] analyzed the
status of DT research and the key technologies needed to apply DTs. Uhlenkamp
et al. [243], reviewed the concept and different areas of application of DTs to catego-
rize the literature by identifying major distinguishing characteristics of the different
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approaches in the different application areas. Liu et al. [153] conducts a compre-
hensive and in-depth review of the literature to analyze DT from the perspective of
concepts, technologies, and industrial applications. Pronost et al. [200] did a literature
review aiming at categorizing the objects defined under the term "Digital Twins" in
the literature. Assad Neto et al. [17] summarizes a variety of features (such as digital,
analytical, and timeliness) proposed by recent models in the literature to implement
DTs.

4.4 DT Implementation

From the reviews mentioned above, it is clear that the implementation of DTs is a
complex task and is, therefore, getting the attention of many researchers [67, 78, 210].
Damjanovic-Behrendt and Behrendt [67] discuss an open-source approach for imple-
menting a DT demonstrator for Smart Manufacturing.The DT demonstrator supports
the supervision activity of the operator in monitoring how the manufacturing system
responds to production and environmental changes. As described by the authors, one
of the main potentials of using open source technology in Smart Manufacturing is
to enhance inter-operation and reduce the capital costs of designing and implement-
ing new manufacturing solutions. The authors described the major implementation
requirements of DTs and Smart Cyber-Physical Systems (CPSs) for intelligent man-
ufacturing systems where CPS is the integration of a virtual world that interacts with
a physical world. CPS helps manufacturers to accelerate the design and improve
inter-operation across actual life-cycle processes.

Given the importance of CPS, Dolgui et al. [78] reviewed and identified the gaps in
the architecture of CPS. The authors’ main focus was to find a method for implement-
ing a robust process control DT in a small or medium enterprise (SME) that ensures
the needed functionality while being easy to understand, maintain and adjust. They
proposed a specific implementation to fulfill a set of defined requirements. The pro-
posed setup is tested on an industrial use case focusing on controlling two magnetic
induction ovens that preheat aluminum extrusion billets. Their results demonstrate
that a process’s DT must be as specialized and customized as the system controlling
it. CBS integrates the simulation of DT models with real-time sensory and manufac-
turing data. Therefore real-time development and maintenance of simulation models
play a crucial role. Ruppert and Abonyi [210] focused on the problem of real-time
development and maintenance of simulation models. The authors proposed a method
that continuously updates the simulation models based on information provided by
RTLS.

4.4.1 Digital Twins Application in Manufacturing

The application of DTs in the manufacturing space and its benefits have been stud-
ied extensively. Kritzinger et al. [130] has reviewed the application and contribution
of DTs in the manufacturing space. The authors have highlighted the following
three main disciplines of production systems that can benefit from DTs to increase
competitiveness, productivity, and efficiency.
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• Production planning and control [208]: for example, orders planning based on
statistical assumptions; improved decision support through detailed diagnosis;
and automatic planning and execution of orders by the production units.

• Maintenance [134, 231, 164, 157, 122]: for example: identify the impact of
state changes on a production system; identification and evaluation of anticipa-
tory maintenance measures; evaluation of machine conditions to achieve better
predictions of the machine’s health condition.

• Layout planning [242, 104, 113]: for example: continuous production system
evaluation and planning; identify hidden design flaws and proposing solutions
within time.

Leng et al. [139] also reviewed the literature in the manufacturing space. They
cover the DT review in manufacturing with the perspective of covering the avail-
able definitions, frameworks, major design steps, new blueprint models, key enabling
technologies, design cases, and research directions of DT-based smart manufacturing
system (SMS) design in this survey.

While Kritzinger et al. [130] and Leng et al. [139] present the literature review of DTs
in the manufacturing space, there are studies covering other aspects of DTs such as
model structure, implementation steps, requirements, and the use of available digital
software to reduce cost and time of implementation of DTs in the manufacturing
space. For example, Banica and Stefan [22] present a DT model for manufacturing
based on the 5 dimension model [236]. Based on the importance and application of
DTs, the authors have described three types of DTs:

• Product Twin – A virtual prototype of a product used before starting its produc-
tion line to analyze its behavior and make adjustments if needed. Thus, product
twin decreases the costs of control and validation phases and can be used to
improve the physical product’s functional performance and quality.

• Process Twin – the next level is represented by the model for a virtual manu-
facturing process, which allows the company’s management to make the best
decision in terms of manufactured products, and operations to accomplish and
test them. Process Twin could use Product Twin for each component of the
manufacturing line, establishing its opportunity and efficiency.

• System Twin – this is the higher level, representing the virtual model of an entire
system, based on Product Twin for each device and Process Twin to optimize
the manufacturing processes of these components.

The authors used the supply chain model as a case study to show how the avail-
able digital software can be used to implement DT. The three main elements of the
DT model for the supply chain specified by the author are the real-time transmission
of manufacturing updates, tracking and updating warehouse inventory, and control-
ling the distribution networks. Vachalek et al. [244], Zhuang et al. [278] gave a
detailed description of requirement, implementation and role of each step in DT for
a production line in manufacturing space.
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4.4.2 Objective-Specific Implementation of DT

While in the last section we outlined reviews that focused on area specific (supply
chain, production line) DT requirements and steps [22, 244, 278], here we summarise
those that focused on objective specific (objective such as: maintenance activities,
life cycle management, factory layout) implementation of DTs [164, 141, 157, 122,
104, 113].

For example, Macchi et al. [164] highlighted the role of DTs in supporting decision-
making in asset lifecycle management. The authors have highlighted the use cases
where a DT can help in asset management. Li et al. [141] also studied the use of
DTs in life-cycle management; however, their work is focused on the maintenance
of aircraft wing health. They proposed a DT model for the maintenance of aircraft
wing health. To capture the various aleatory (random) and epistemic (lack of knowl-
edge) uncertainty sources in crack growth prediction in an aircraft wing, the author
proposed a probabilistic model based on the concept of a dynamic Bayesian net-
work (DBN) (see Section 2.2.3) for diagnosis and prognosis (a forecast of the likely
outcome of a situation) to realize the DT vision. The DBN integrates physics mod-
els and uncertainty sources in crack growth predictions. In diagnosis, the DBN is
utilized to track the evolution of the time-dependent variables and calibrate the time-
independent variables; in prognosis, the DBN is used for probabilistic prediction of
crack growth in the future. The author further enhances the DBN structure to make
it economical in terms of time by avoiding Bayesian updating with load data. The
proposed approach uses filters as the Bayesian inference algorithm for the DBN that
enables the handling of discrete and continuous variables of various distribution types
and non-linear relationships between nodes. The author has also addressed the chal-
lenge of implementing the particle filter in the DBN where 1) both dynamic and
static nodes exist, and 2) a state variable may have parent nodes across two adjacent
networks.

Karve et al. [122] also focused on the application of DTs in maintenance using
Bayesian methods for quantifying uncertainty in diagnosis and damage prognosis.
The authors considered the problem to predict, diagnose and optimize the repair/
maintenance planning, ensuring system safety for fatigue cracking under uncertainty
using DT. The uncertainty can arise from system properties, operational parameters,
loading and environment, noise in sensor data, and prediction models. The system
safety against fatigue cracking is ensured by designing mission load profiles for the
mechanical component such that the damage growth in the component is minimized
while the component performs the desired work.

The use of DTs with the objective of optimizing and analyzing layout design is stud-
ied by Guo et al. [104]. They propose a layout design scheme and modular-based DT
model for a factory design. The modular approach brings the flexibility to accom-
modate changes that may happen in each design stage of DT, hence saving workload
and time for developing a new DT. The authors have explained the three main design
stages as 1) Conceptual design: the first stage focused on designing the new fac-
tory’s concept, including plant layout, capital investment, and throughput prediction;
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2) Elaborate design: extension of conceptual design by including machine config-
uration, process design, production line or production unit configuration, material
handling system configuration, and work shift configuration; 3) Finalized design: the
final stage where the machine and logistics unit control strategy will be designed
and the whole manufacturing system needs to be integrated. Because the virtual fac-
tory corresponds to the finalized design and is the most similar to the future physical
factory, the DT has the most fidelity to the physical world in this stage.

To demonstrate the proposed DT design, Guo et al. [104] used a paper cup factory in
China as a case study. The company needs to expand its production and factory area
due to the increasing demand, with its main products as single-layer, double-layer,
and corrugated cups. The authors have demonstrated that by using the proposed DT
model, not only are the flaws in factory design identified timely, the solutions to over-
come the flaws can also be identified. Moreover, the author shows that the modular
approach duration for building a DT model is significantly reduced, improving the
feasibility of applying DTs to changeable factory design.

Hauge et al. [113] studied the application of DT to support decision-making pro-
cesses in two different areas: workstation design and logistics operation analysis. As
explained by the authors, the main task of logistics is to handle and provide material
at the right time, quantity, quality, and place. Logistics operations often comprise of
manual effort and may not be fully automated. The authors investigate how DTs can
contribute to supporting the decision-making process of selecting the right compo-
nents for a specific company. The authors emphasize that the granularity of the DT
model depends on the intended use. For example, the DT model for the interaction
of the AGV and the picking robot in a picking process is more detailed compared to
the DT model that looks at the material flow from a warehouse to an assembly area.

Summary: Digital Twins

In summary, a DT is a simulation-based planning and optimization technology that
makes use of the real-time data transformation between the physical and its virtual
counterpart, enabling the virtual system’s dynamic update, leading to a reliable simu-
lation, and hence better prediction and decisions can be made for the physical system.
The online data is collected using IoT platforms, which are then stored and processed
using the big data applications. The DT layer then receives the selected data to iden-
tify the current and future (forecasted) possible ambiguities, if there are any, between
the physical and virtual worlds using AI technologies. This helps provide recommen-
dations for on-the-fly adjustments and optimize its functionality towards the desired
goal. DTs are widely applied in manufacturing space for effective maintenance plan-
ning, life cycle management, supply chain, layout and factory design. However, as
highlighted in the literature, a DT is a complex system consisting of many layers, and
its success relies on the use-specific selection of the critical components that include
granularity of data and system entities to avoid an over-complicated virtual model;
the integration of data at the right frequency/interval (not necessarily continuous);
and the correct format and accuracy of physical data passed to the digital model to
ensure that the virtual model is aware of the correct status of its physical counterpart
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at any time and the right decisions can be recommended. The movement analytics can
help make the virtual model of a DT more reliable because of its ability to identify
and predict the more accurate status of different system entities involved in a man-
ufacturing system. Furthermore, it is mentioned in the literature that various AI/ML
and Bayesian network-based techniques are used to draw the correct inference from
data/information regarding the status of the different entities; however, there is a lack
of research about increasing the efficiency of DTs by hybridizing these techniques.

5 Conclusions

In the introduction, we described movement analytics as the process of gleaning
knowledge from tracking data so that it aids meaningful decision making. The main
part of this review was then devoted to better understand the state of the art on
movement analytics in the context of (indoor) manufacturing and other relevant areas.

We kept the scope of this review wide. Methods, applications and problems that
qualified as potentially relevant were considered in scope. We included fundamental
methods for spatio-temporal analysis from diverse areas such as logic-based knowl-
edge representation, ML, constraint processing, and combinations thereof. We looked
into applications of movement analytics across various industries, and we reviewed
what commercial systems are on the market that provide movement analytics in
manufacturing. To our knowledge, this review is unique with respect to such diversity.

We conclude this review with a summary of each of the sections and propose ideas
for future research.

Classical Logic and Knowledge Representation (Section 2.1). Classical logics, such
as first-order logic, and variations, such as, e.g., description logics support fundamen-
tal needs for movement analysis in terms of representation of internal structure of
objects, time and space. While pure classical logic-based applications for real-world
movement analytics are rare, spatial and temporal logics can be of value in support-
ing roles. For example, temporal logic is an obvious choice for specifying constraints
in object movement planning and monitoring. It would be interesting to see how
advanced generic reasoning schemes like SMT solving and description logics can
be instantiated with (spatial) theories and utilized in a temporalized environment for
movement analytics.

Knowledge representation logics can be built on a closed-world semantics of
first-order logic. This makes reasoning non-monotonic but enables drawing strong
conclusions by way of default reasoning – a most useful concept for domain modeling
in general. Prominent realizations are (answer set) logic programming and, implic-
itly, relational databases. With respect to movement analytics, the logic programming
based event calculus, some stream processing and other symbolic trajectories tech-
niques fall into this category. Probabilistic variants can be of particular interest as
they add capabilities for modeling probabilistic transition systems. We have the
impression that more research in this direction could be done.
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Probabilistic Transition Systems (Section 2.2). Probabilistic state space models
enable dynamic systems, such as those with applications to movement data to be
modeled. They can be formulated for pre-processing, prediction, classification and
anomaly detection tasks. Whilst state space models offer some advantages relative
to neural based sequence models, such as the ability to represent domain knowledge
and uncertainty, unlike neural models, they cannot represent long term sequential
dependencies. An interesting area of current research is developing hybrid models
that parameterize state space models with neural based sequence models to provide
the best of both worlds: interpretability and uncertainty in conjunction with long term
sequential memory.

Trajectory pre-processing techniques (Section 2.3). Pre-processing is a fundamen-
tal component of trajectory modeling, independent of whether ML, probabilistic
or logic-based methods are employed. Pre-processing methods often reduce the
complexity required to model raw trajectory data downstream. Common methods
include noise reduction of erroneous position estimates, harmonizing trajectories
of non-uniform length and/or sampling interval, segmentation of long trajectories
into shorter, more homogeneous subsections, and mapping raw trajectories into
semantically labeled sequences.

Neural Networks Based Sequence Models (Section 2.4). Neural network based
sequence models have potential value to movement based manufacturing applica-
tions with respect to pre-processing, classification, prediction and anomaly detection
tasks. As mentioned previously, unlike i.i.d. (independent and identically distributed
) ML or state space models, neural network sequence models can represent long term
spatio-temporal dependencies within motion data. Current research focuses on how
to effectively model long sequences and how to do so in a computationally efficient
manner.

The manner in which domain knowledge and context can be included into ML mod-
els is limited. For instance, there remain many open questions about how symbolic
knowledge can be effectively represented, aligned and fused within ML models.

Integration of Logic-Based Methods with Probabilistic/ML Methods (Section 2.5). A
weakness of today’s neural network architectures is their lack of capability to incor-
porate domain knowledge, specifically symbolic knowledge [224, 168]. Integrating
logic (for symbolic knowledge) with ML is a still an emerging topic [33]. We expect
that progress in this area will help advancing movement analytics by offering ways
for a more holistic comprehension of trajectory data and the participating objects.

Some established paths are available already today. For instance, one could build
heterogeneous architectures comprised of different methods for (sensor) data acqui-
sition, filtering, aggregation and evaluating in a more global context. One way of
approaching this is by transfer of results in the data integration area.3 A key element
in data integration is a language capable of describing and querying data sources over

3The data integration problem, in general, is to provide uniform access to multiple heterogeneous information sources.
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a uniform, mediated schema. Logical languages have been shown to be very useful
for that [140], including logic programming [92, 42] and description logics [46, 48].

Statistical Relational AI (SRAI) is another relevant research area. It uses first-order
logic for relational structure within and between objects of discourse and proba-
bilities for uncertainty. SRAI methods support probabilistic inference and learning.
A prominent representative is probabilistic logic programming (but there are many
more) which has applications to trajectory analysis. A rather recent development
is (probabilistic) logic programming coupled with deep neural networks. There are
already applications to movement analysis, but, generally speaking, the area seems
to offer unexplored potential. This could be a promising direction for movement
analytic applications via integrating generative modeling, state transitions systems,
probabilistic inference, learning and deep models.

Other proposals set out from deep learning architectures and add “logic” components
to it. According to Dash et al. [68], this can be done in a variety of ways, (a) by trans-
forming data; (b) by transforming the loss function informed by a domain model; and
(c) by transforming the model, e.g., by modeling logic operators within the network
itself. All these methods appear generic enough to be applicable to movement ana-
lytics. However, questions remain if the expressive power of the supported logics are
strong enough for all purposes (need support for space and time).

As an overall observation, it would be important to understand when combinations
of ML and logic are not working. This is being addressed in areas where knowing
confidence in conclusions is paramount [62], e.g., autonomous driving, but becomes
even more relevant when more (logic) components with their own set of shortcomings
come into play.

Constraint Optimization (Section 2.6). Constraint optimization is a consumer of
curated data from big data and movement analytics to make better decisions in pro-
duction scheduling and factory layout problems. The curated data can provide more
realistic value estimations, real-time information, and discovery of work patterns as
an input for optimization methods. Since these methods are the consumer of such
information, standard optimization techniques can be applied.

A possible direction for future research lies in improving optimization capabilities
for deriving accurate information about the (state of) a manufacturing process, e.g.,
by adapting movement analytics techniques from path planning (see Yang et al.
[263], Lutz et al. [161]). Another possible direction is to explore the question how to
combine constraint optimization techniques to with ML and logic techniques in order
to bridge a semantic gap between ML methods.

Applications of Movement Data Analytics (Section 3). Our review indicates that
movement analytics applications for manufacturing revolve around efficiency mon-
itoring, production control, safety and collaboration. By and large, they fall under
categories of trajectory anomaly detection, prediction, clustering and representation
(approximation, dimensionality reduction). The use of generic i.i.d. ML and data
mining methods is prevalent within these applications. However, such models have
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limitations in fitting trajectory data sets, given the long term spatio-temporal depen-
dencies present within the object motion. Consequently, the uptake of sequence based
neural architectures, as outlined in Section 2.4, would be beneficial for movement
based manufacturing applications. Furthermore, it could be beneficial to include
motion properties extracted from trajectories, such as velocity and acceleration, as
the inputs to ML models.

Industrial Applications (Section 4.1). Movement analytics plays an important role
in food, transportation, supply chain and health industries, among others. Specific
applications target (real-time) data-informed decision-making informed by current
system state, e.g., path optimization to avoid collisions with minimum turns and
distance travel; layout optimization to increase efficient use of resources and sys-
tem throughput; collision avoidance in systems with automated vehicles and robots;
demand and inventory management through consumer behavior; and flow manage-
ment to avoid congestion (especially in the transportation industry). Several ML/AI,
optimization, and Bayesian network-based methods have been proposed for making
inferences from movement data. We expect an opportunity in combining these and
other different techniques, as summarized above, and put them into actual industrial
(manufacturing) use.

Commercial Systems (Section 4.2). The focus of most commercial products is to
accurately produce indoor tracking data. There are some products on movement ana-
lytics in manufacturing with a focus on improving organization, monitoring, and
improving factory performance. These analytics services are limited in nature, and
it is not clear how underlying analytics are done (most likely to protect IP). This
leaves an opportunity for more transparent and explainable analytics approaches. By
including analysis from other types of movement based analytics approaches (based
on kinetic e.g. accelerator), a wider range of other decision making is possible from
movement data. This is also a gap in this space that can be researched further.

Digital Twins (Section 4.3). We have found wide applications of DTs in industries
specifically in manufacturing, such as for effective maintenance planning, life cycle
management, supply chain, layout, and factory design. The success of DTs largely
depends on how accurately the virtual model reflects its physical counterpart and the
size of the virtual model. This by itself is a non-trivial problem that can be addressed
by paying attention to basic implementation, architecture aspects, and sensor methods
such as RTLS for updating simulations.

We speculate that movement analytics can also contribute to addressing this problem
through capabilities to identify an entities state when it can potentially impact the
system’s performance. However, we have not found any paper explicitly mentioning
the use of movement analytics for such purposes.

Furthermore, it is mentioned in the literature that various AI/ML and Bayesian
network-based techniques are used in making the correct inferences from data/in-
formation regarding the status of the different entities; however, there is a lack of
research about increasing the efficiency of DTs by hybridizing these techniques.
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