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Abstract - One of the important issues in data processing is clustering, the purpose of which is to 

find similar patterns in the data. Many clustering methods differ in their approaches and 

similarities. The density-based spatial clustering of applications with noise (DBSCAN) clustering 

method is one of the most practical density-based clustering methods that can identify training 

samples with different shapes, and for this reason, it has many applications in different fields. 

Although this method has its advantages, it has some weaknesses, such as the lack of proper 

performance in big data, the difficulty of determining Epsilons (Eps) and the Minimum number of 

points (Minpts) parameters for optimal clusters, etc. To solve these problems, in this paper, a 

dynamic method is used to solve the problem of identifying clusters with different densities, and 

another method is used to increase the speed of the algorithm and reduce the computational 

complexity. Testing the new method on several sets of data shows that the proposed method has a 

high efficiency in clustering and outperforms the density-based spatial clustering of applications 

with noise (DBSCAN) method in terms of complexity and efficiency. 

Keywords: Density-Based Spatial Clustering of Applications with Noise (DBSCAN)- Clustering- 

Grid Search- Density- Nash Equilibrium. 

1. Introduction 
In the last decade, data production has experienced significant growth, and this data is being 

produced from various sources, including mobile phones, wireless sensor networks, etc. Managing 

this large amount of data has become a big challenge in today's era. Data clustering is proposed as 

a solution that groups data based on their similarity. In the following, we will discuss different 

aspects in three sections: 

1.1. Background and Motivation 

By entering the age of information and communication and starting to use data and information as 

the main assets in the scientific, economic, social, and cultural movements of societies, 

organizations, and various companies, the development of people's participation in the world of 

the internet and network communications in the world became a concern. This concern was related 

to the type of data that was produced every day and at a terrible speed in the world and in various 

fields where information technology is the same as the previous time, and how to handle this 

volume and variety of data and information with Paying attention to the structures that exist in the 

information technology space can be managed, controlled, and processed, and it can be used to 

improve the structures and increase profitability. 

So far, many methods have been proposed for data processing, from greedy algorithms to heuristic 

algorithms, data clustering, and using search to find different parameters for data clustering. In 
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other words, one of the most important methods for extracting data from the data is clustering. 

Clustering divides a set of data into different groups so that the samples that are in the same group 

are very similar to each other, but the similarity of other samples is different. The similarity or 

dissimilarity of the samples is measured by criteria based on distance, etc. [1]. It has been 

suggested that the DBSCAN clustering method is a density-based clustering method that 

determines the structure of the clusters according to the data distribution. It automatically 

determines the number of final clusters according to the nature of the data, is sensitive to noise, 

and is compatible with any cluster shape. What is ignored in many of these solutions is the fact 

that, due to the challenges in the data, such as processing, management, security, etc., it is not 

possible to find a suitable search for the parameters in the DBSCAN clustering and the cost of the 

search. And the complexity of the calculations increases; also, this clustering method is not 

performed with high accuracy due to the dependency on the primary parameters. 

Therefore, according to the application areas, this clustering method can be applied to many 

clustering problems because it has good performance in different fields such as analysis, urban 

planning, system development, etc. Our focus is to be able to process data correctly, then provide 

a solution in this process, to search for DBSCAN clustering parameters so that we can process data 

with appropriate speed and accuracy, and then reduce the search cost and the complexity of 

calculations. In other words, in this article, a combination of parameter-based search methods in 

game theory and density-based methods is used to reduce the complexity of calculations and 

increase accuracy and speed, and DBSCAN clustering is used as part of the main algorithm of this 

article. 

1.2. Literature Review 

As mentioned, the purpose of clustering is to quickly and reliably access related information and 

identify the logical relationship between them. Each cluster has a representative that represents the 

cluster and often represents the center of the cluster. The degree of similarity of the data to the 

center of the cluster is generally determined by a parameter called the similarity criterion. In other 

words, clustering as a tool in data mining has many uses, including biological data division, big 

data, data reduction, noise filtering, outlier data discovery, etc. [2]. Due to their great use, there 

have been extensive studies in this field, which have led to the discovery of various methods. In 

general, these methods can be divided into four categories: 

• Partition Clustering: This clustering method classifies information into several groups 

based on the characteristics and similarity of the data. Data analysts determine the number 

of clusters that should be generated for clustering methods [3]. In the partition clustering 

method, when the database (D) contains several objects (N), the partition method creates 

the user-specified partition (K) from the data, in which each partition represents a cluster 

and a specific region, and each object will belong to only one cluster. These methods work 

based on the distance between objects; that is, they receive n objects and divide them into 

k groups. One of the famous algorithms for these methods is mentioned as K-means [4]. 

• Hierarchical methods: In these methods, a set of data is divided into different levels. These 

methods are divided into two categories based on how they work: bottom-up and top-down. 

The important features of these methods are that they used to find clusters with a spherical 

shape. In general, it can be said that hierarchical clustering is a clustering method whose 

purpose is to build a hierarchy of clusters. In the hierarchical clustering method, each level 

of the hierarchy displays a category of data that can be viewed in the form of a tree, where 



the leaves of the tree represent an initial observation and the root of the tree is the collection 

of all observations [5].   

• Density-based methods: Density-based clustering refers to unsupervised learning methods 

that identify distinct clusters in the data. This type of clustering is inherently defined for 

continuous space, unlike other clustering methods that rely on distance criteria to cluster 

objects. These methods use the density of objects in a small area for clustering [6]. Based 

on the idea that a cluster in a data space is a continuous region with high point density, 

other clusters are separated by contiguous regions of low point density. The density of data 

points is usually considered noise in the separating areas with low point density [7]. In this 

method, points located in a certain range (a certain neighborhood radius) are placed in a 

cluster. A minimum density is usually considered in the methods, and clustering is done in 

the areas where this minimum is met, and it is considered the best way to find clusters with 

an arbitrary and varied shape. One of the most famous of these methods is density-based 

clustering (DBSCAN) [8]. 

• Network-based methods (Grid):  In these methods, the data is divided into a limited number 

of cells; in other words, they are divided into cells, and a grid structure is created that can 

perform clustering operations for each of the cells. [9]. These methods can be combined 

with other algorithms, such as density-based methods where each point has a high density 

and hierarchical methods [10]. 

Clustering algorithms discover natural structures in data sets. In recent years, several algorithms 

have been proposed for data clustering [11–13]. Many researchers develop different clustering 

algorithms or modify existing approaches. In most of these algorithms, the number of clusters must 

be determined in advance, and the algorithm itself cannot obtain the optimal number of clusters. 

This is because the number of clusters is not known for many real data sets, and even an 

approximation of their number cannot be determined [14]. As mentioned, data clustering is used 

in various fields, but the key issue is the correct selection of input parameters because the same 

algorithm can provide different results depending on the applied parameters [15]. These problems 

can be solved by using different indicators for clustering. Due to the existence of different 

clustering methods and their advantages and disadvantages, changes in these methods make the 

created clusters not suitable for data density, but in the DBSCAN clustering method, clusters of 

different shapes and sizes are discovered and need to be determined by Eps and Minpts parameters; 

the determination of these parameters is very important for the correct operation of this method 

[16]. To reduce the complexity of DBSCAN, many methods have been provided, and in this section, 

we briefly review these methods: 

In network-based methods, it is tried to reduce the complexity of DBSCAN by dividing the feature 

space of the network to reduce the search time by only considering the adjacent network. In the 

GridDBSCAN method, the feature space is divided into grids with equal sizes, and the points in 

each grid and the existing points around the grid are considered a group. For each point in a 

particular grid, its neighbors are placed in a group, which reduces the search time. This method 

requires a parameter given by the user [10]. 

Gunawn presented a network-based method called G13 [17]. In the worst possible case, it has a 

runtime complexity of O(nlogn) for two-dimensional data. A network must have at least Minpts 

main points, and using the network structure, only points in neighboring networks are considered 

when finding. Considering that G13 was only suitable for two-dimensional data, Gan and Tayo 

[18] extended this method to more than two-dimensional data so that the DBSCAN method could 



be executed in sub-quadratic time and presented an approximate algorithm for DBSCAN. to be 

executed in O(n) time. 

Other methods, such as TI-DBSCAN [19] and TI-DBSCAN-REF [20], have similar clustering to 

the DBSCAN method. Unlike the DBSCAN method, these methods use spatial indexes and 

triangular inequality to reduce the search space. In the [21] method, ST-DBSCAN adds three 

solutions to DBSCAN, including the identification of the core data and noise data of neighboring 

clusters, and improves DBSCAN in two ways. (1) clusters spatial and temporal data based on non-

spatial spatial and temporal features; (2) This method assigns a density factor to each cluster to 

make noisy data in clusters that have different densities, unlike DBSCAN, detectable. The P-

DBSCAN method [22] uses a series of labels to analyze the location of data. The main purpose of 

this method is to find locations with the help of a large number of photos and labels. Li Ma 

presented the MRG-DBSCAN method [23], in which the implementation of the DBSCAN method 

and the generation of central points are done using Map-Reduce. 

Nash equilibrium has wide applications, including in the social sciences [24], engineering 

problems [25], intelligent networks [26], big data [27], etc. As an example, it can look for non-

cooperative game problems that include equality and inequality constraints. In addition, it is used 

to solve network problems on large scales with big data [28], where the data, the objective function, 

and the feasible set of each player are maintained by each representative of the players. In many 

cases, Nash equilibrium seeks to solve problems in the real world [29]. On the other hand, existing 

functions or constraints may be indistinguishable. On the other hand, non-smooth methods may 

perform better than convergence features [30]. 

1.3. Contribution 

What we present in this article is a clustering method based on grid search with the density-based 

method. The proposed method improves the DBSCAN clustering method in several ways. In other 

words, it uses a dynamic method to solve the problem of identifying clusters with different 

densities and another method to increase the speed of the algorithm and reduce the computational 

complexity. Therefore, the innovations in this article are as follows: 

• Using a dynamic method to solve the problem of identifying clusters with different 

densities. 
• Increasing the speed of DBSCAN clustering by determining its appropriate parameters in 

different data. 

• Using the Nash equilibrium to find the DBSCAN parameters. 

• Reducing computational complexity in clustering different data. 

2. Definition of the problem  

In this section, we define the problem: 

Definition 1: Suppose there is a set of data that we want to cluster, clustering is the division of the 

data set A= {𝑎1, 𝑎2, … , 𝑎𝑛} into K ={𝑐1, 𝑐2, … , 𝑐𝐾}  clusters  that meet the following conditions: 

• Each data point must be assigned to a cluster.  

• Each cluster must be assigned at least one data point. 

• Each data point must be assigned to only one cluster. 

• Data that are similar to each other—in other words, their distance from each other is 

small—should be placed in one cluster as much as possible, and data that are far apart 

should be placed in different clusters. 



The DBSCAN clustering method, which works based on density, depends on two parameters: the 

neighborhood radius and the minimum number of points [31–32]. The general idea of this 

algorithm is that it starts from a random point, and if that point has the minimum density (in other 

words, there are at least a certain number of points in its neighborhood radius), it assigns itself to 

a new cluster and then checks all the points that are in its neighborhood. Each of the points with a 

high density is recursively examined, and this continues until all points are assigned to clusters. In 

the following, some important concepts in this method are formally defined: 

Definition 2: Neighborhood radius is one of the two parameters of the DBSCAN method, which 

is denoted by Eps. This parameter specifies at what radius from a point there should be a sufficient 

number of points.  

Definition 3: The  minimum number of points that must exist in the neighborhood of a point is 

indicated by the Minpts parameter. 

Definition 4: A point is called a core point if there are at least Minpts points within the radius Eps 

from it. 

Definition 5: Directly accessible points: A point 𝑎𝑖 is directly accessible from a point like 𝑎𝑗 if: 

• 𝑎𝑗 is in the neighboring distance Eps from 𝑎𝑖. 
• 𝑎𝑖 is a central point. 

Definition 6: Reachable Points: A point 𝑎𝑗  is reachable from a point 𝑎𝑖 if there is a set of central 

points 𝑎𝑖 , … , 𝑎𝑗 from 𝑎𝑖 to 𝑎𝑗. 

Definition 7: Connected points: two points 𝑎𝑖 and 𝑎𝑗 are connected if there is a central point 𝑎0 

such that both points 𝑎𝑖 and 𝑎𝑗 are reachable from 𝑎0. 

In the DBSCAN method, both points are connected in one cluster according to definition 7. This 

method traverses the data once. In the simple version of this method, to find points close to a point, 

the distance of each point must be measured, so the complexity of this method will be of the order 

of O (𝑛2) [33]. Using the same index and optimal data structure. The complexity of this method is 

reduced to O (n log n). 

One of the problems of the mentioned algorithm is that it depends on the neighborhood radius 

parameters and the minimum number of points, and these parameters depend on the neighborhood 

radius and the minimum number of points, and these parameters are considered the same for all 

points. Therefore, if the nature of the initial data set should consist of several clusters with different 

densities, in other words, it includes very dense clusters and clusters with less density, the 

algorithm will not be able to correctly identify the clusters. On the other hand, the time complexity 

of the algorithm is relatively high, and if the number of points is too high, its execution time will 

be high. In the proposed method, these two defects have been solved. 

Definition 8: The data can be divided into grids, that is, the data space is first divided into grids to 

create a spatial index. Based on grids, considering only the data in adjacent grids of a given data 

accelerates the search objective. According to definition 1, if 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛}  is a set of data, 

this data is normalized in d-dimensional space and from zero to one. The length of the network L 

is a maximum value between 
∞𝜌 = 0  { 12𝜌} less than 

𝜀√𝑑 d. Each network has a unique key and a 

combination of network commands for each dimension [34]. 

Definition 9: Nash equilibrium which is known as Nash solution [35]. In game theory [36] it is an 

outcome in a non-cooperative game for two or more players that cannot be improved by changing 

the strategy of any player. Nash equilibrium is a key concept in game theory, where it defines the 

solution of non-cooperative games with n players. If each game consists of n players and each 

player i has a strategy set 𝑆𝑖 and each player has a cost function𝜋𝑖: 𝑆 → 𝑅, then a strategy𝑡𝑖 → 𝑆𝑖   



is the best answer. If the other strategy does not produce a cost function in 𝑆𝑖, then {𝑠1, 𝑠2, … , 𝑠𝑛}  

is a complete strategy for each player. If a strategy is the best response among other strategies of 

the characteristic, then this characteristic is a Nash equilibrium [37]. 

3. Proposed method  

Due to the problems in the DBSCAN clustering method, such as the lack of a specific order for 

selecting points and the presence of different data densities, this method cannot provide proper 

clustering [38-39]. The proposed method is a combination of network-based and density-based 

methods with the idea of Nash equilibrium, which is used for proper clustering of data with 

different shapes, increasing clustering speed, and reducing computational complexity. In this 

approach, to solve cluster identification with different densities, Nash equilibrium along with 

dynamic radius and selecting cells from the network according to Nash equilibrium are used to 

increase the speed of the algorithm. In the following, the steps of the proposed method are 

described, and then its formal definition is discussed: 

 

 

 

 

 
 

 

 

 

 
 

 
 

 

 

 

 

Figure 1- An overview of the proposed method 

 

First step: the number of grid cells is determined based on the number of points. Then the 

clustering starts from the cells that have the highest number of points. After finding the clusters 

that have a very high density, the radius value for clustering is determined based on the grid search 

mentioned in the first algorithm. In this step, we assume that the number of points in the data set 

is n. We consider the dimensions of the grid structure as √𝑛 × √𝑛, then we place each point in its 

corresponding cell in the grid structure. which can be seen in Figure 2. 

 
Figure 2- An example of data where each point is assigned to the corresponding cell. 
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Second step: based on the grid search that is done to determine the value of the radius, it first 

trains each data set with the provided values and provides the best values for the meta-parameters. 

Considering that the entire data as input has been received and we want to find the best meta-

parameter among them, in this case, the value of the training and test data is determined by 

validating, and then the highest accuracy is considered for the calculation of the meta-parameter, 

which is used to calculate the highest accuracy after training from Through the Euclidean distance 

[40] and the silhouette criterion [41], the values are evaluated, and in each network that we have 

specified at the beginning, we have the values of the Euclidean distance and the silhouette criterion. 

Then, according to the definition of Nash equilibrium, we first determine the type of game 

according to If the number of players is more than one and each player can perform several possible 

actions, the game is static with complete information, and then the game is written according to 

the strategic form: 

• Set of players: samples (number of players: 2).  

• Strategy: parameters based on Euclidean distance and scores based on the silhouette 

criterion. 

• The outcome of the players (utility): the best parameter and the best score. 

• Increasing utility: the number of states that are checked in a two-dimensional array.  

Nash equilibrium is used to increase speed and accuracy and prevent local and global optimal. In 

this case, in the interval where the value of points and the value of parameters exist, it can predict 

which value should be chosen so that we can select the best one with appropriate accuracy. score 

and parameter so that the method can find clusters with a smaller number of points (less density). 

Third step: Now we find the cells that have the maximum number of points. Then we run the 

DBSCAN algorithm based on the parameters of the grid search on those cells. In the tests performed 

on this solution, five steps are considered. As mentioned, the algorithm uses the cells that have the 

maximum number of points (the highest density) to select the appropriate interval in each step. 

Then the number of points is divided by the number of steps to estimate the interval for each step. 

For example, suppose the maximum number of points in the grid structure is 100. The amount of 

quota reduction is obtained by dividing 100 by 5 (20). Therefore, in the first stage, cells with a 

minimum of 80 and a maximum of 100 points are selected. That is, the range [80, 100] in the next 

stage will be the optimal range in the form of [60, 80], and it will continue in the same way. 

Fourth step: As mentioned, clustering is done using the DBSCAN algorithm according to the grid 

search in each of the grids. In this step, the coordinates of the grids are moved. This is done by 

moving each cell up and to the right by half the length of that cell; in other words, the cell is moved 

diagonally by half the length of a cell. Then we run the algorithm again on each cell, or DBSCAN 

cell. The shape of the clusters can be seen in Figure 2. 

Fifth step: In this step, the results of the previous two steps are merged. Since the previous step is 

performed at the level of a single cell in the network, it detects small clusters. At this step, larger 

clusters are formed by merging small clusters. The merging method is based on sharing points 

between two clusters. In other words, both clusters that have more than a certain number of 

common points are merged and form a larger cluster. Suppose we have two clusters of 𝑐1 and 𝑐2, 

where 𝑐1 is the result of clustering in the first stage and 𝑐2 is the result of clustering in the second 

step. If the number of points that have the same label in 𝑐2 but have different labels in 𝑐1are more 

than a certain limit (such as Minpts), they can be merged. Figure 3 shows the steps applied to the 

proposed method: 

 



 
Figure 3- Proposed method on a sample of data 

3.1. Formal definition of the proposed method 

We divide the proposed method into three parts. The main code grid of the proposed method can 

be seen in Figures 4 to 6: 

 
Algorithm 1: Improved Grid Search 
1: Input: Data set 

2: Output: best parameters key: value 

3: import Data set 

4: For all Datasets do 

    Set the dimensions of the grid structured n*n 

    Define k fold cross validation 

    Split Data set into Train and Test 

    D1←Train Data 

    D2←Test Data 

5: End For 

6: For j ∈ values of each value € any grid do 

7:  For k fold cross validation do 

        Get max accuracy value with: 

        D11← √∑ (𝑃𝑗 − 𝑞𝑗)2𝑛𝑗=1  

        D2← 𝑏(𝑗)−𝑎(𝑗)max {𝑎(𝑗),𝑏(𝑗)} 
        D1←model.fit(D1)  
        y_pried ←model.predict(D2)  
        n_clusters ← len(y_pried)  
8:    If n_clusters > 1  

        score←silhouette_score(D2, y_pried)  
        else  

        score ← -1 

9:    End If 

10: End For 

11: End For 

12: //Step to not search all points 



13: Definition Scores [ ]←score, step←0 , i←0 , best_prams←None, best_score←float('-info') 

14: While True:  

       i←i+step 

15:    If ((i)>len (Data in the grid)) then break  

          scored←Data in grid[i] 
16:    End If 

17:    If scored > best_score then best_score ← scored  
          best_prams ← Data in grid[i]  
18:    End If 

19:    If(step>0) then step←step-1 , i←i+1   
           else:  

           i← i+ 1, step ←step+1  
20:    End If 

21: return best_prams, best_score 

22: End While 

23: hyper parameters Dictionary← (best_prams, best_score) 
24: For all hyper parameters, the Dictionary calls Nash Equilibrium (NE) 

25:    For all best parameters key  

26:      while True: // for predicting the best parameters and More speed to find the best score and the best 

parameter 

             Definition Nash [][] 

              Insert hyper parameters Dictionary Nash 

                If 𝑢𝑖(𝑥𝑖∗,  𝑥−𝑖∗ ) ≥ 𝑢𝑖(𝑥𝑖∗,  𝑥−𝑖∗ ) then𝑥∗𝜖 𝑋 is call Nash Equilibrium  

                   Calculate 𝑢𝑖(𝑥𝑖∗,  𝑥−𝑖∗ ) = 𝑚𝑎𝑥𝑥𝑖𝜖𝑋𝑖𝑢𝑖(𝑥𝑖∗, 𝑥−𝑖∗ )
 for all i 

27:          End If 

28:      End While 

29:   End For 

30: End For 

Figure 4- Proposed pseudo-code - First part 

 

Algorithm 2: IGS-DBSCAN Algorithm 

1: Input: Dateset D, Minpts, Eps 

2: Output: a Set of Clusters  

3: set the dimensions of the grid-structure √𝑛 × √𝑛 

4: For each unvisited point p in the data set D do  

     Put point p in the corresponding cell in the grid 

5: End For  

6: c1 ← GRID CLUSTERING (grid)  

7: shift the cells of the grid up and right by shape_size(cell)  / 2  

8: 𝑐2← GRID CLUSTERING (grid)  

9: create a matrix M with size n ×n and fill it with 0  

10: For each point p in D do  

11:   If P label in 𝑐𝑖 != Plabel in 𝑐2 then  

         increment the corresponding element in M by 1  

12: End if  

13: End for  

14: For each element in M do  

15: If element ≥ Minpts then  

      for the corresponding row and column Merge Clusters in 𝑐𝑖  
16: End if  

17: End for  

18: return 𝑐1 
Figure 5- Proposed pseudo-code - Second part 

 



Algorithm 3: GRID CLUSTERING Function 

1: Function GRID CLUSTERING (grid) 

2:  result = []// no label for each point  

3: For each cell in the grid with a maximum point do  

      Call Algorithm 1 

      update result with DBSCAN (cell,Eps, Minpts)  

4: End For  

5: max_point = size of the cell that has the maximum number of points   

       threshold=
mar−point 5   

6: i=1  

7: while i ≤ 5 do  

     Eps= Eps + 0.1×Eps  

    For each unvisited cell with number of points in range ( max_point - i ×  threshold,  

max_point + (i -1) × threshold) do  

    update result with DBSCAN (cell, Eps, Minpts)  

8: End For  

9: i+=1  

10: End while  

11: return result  

12: End Function 

Figure 6- Proposed pseudo-code - Third part 

4- Evaluation   

This section contains a variety of studies on various data sets, using the DBSCAN algorithm as 

the basis for all clustering methods. As had been covered in the preceding sections, the Eps and 

Minpts parameters are important and have a big impact on how well this kind of clustering is done. 

As such, a comparison between the techniques and the new approach that was introduced in the 

previous section has been conducted. In addition, studies have been done on how these methods' 

accuracy is assessed. It should be mentioned that there are many different sizes and kinds of data. 

However, a fresh method of clustering data with different dimensions is investigated. 

4.1. Data set 

A few datasets—some labeled and others unlabeled—have been utilized to assess the suggested 

strategy. Data sets are described in terms of the number of samples and size. Most datasets are 

unlabeled since labeling can be an intensive and costly process; nevertheless, medium-sized 

datasets are measured using datasets with labels. Table 1 shows the characteristics of the data set 

[41] in the proposed method. 
  



Table 1- Characteristics of the data set 

Datasets name Number of data Number of 

Dimensions 

Unlabeled 

datasets 

T4.8k 8000 2 

Brich2 11000 2 

Flame 240 2 

Labeled 

datasets 

R15 600 3 

D31 3100 2 

Unbalance 6500 2 

JSI 600 3 

Yeast 1484 8 

Breast 699 9 

Iris 150 4 

Wine 178 13 

Glass 240 9 

Diabetes 768 8 

Bupa 345 5 

4.2. Datasets evaluation 

The proposed method is evaluated using labeled datasets in regard to purity, which counts the 

number of instances in a cluster with the same label. The Fisher, Davis-Bouldin, and Silhouette 

criteria are used to evaluate the clustering performance for unlabeled datasets [42-44]. An 

explanation of these requirements is offered here. 

A percentage of every sample that is correctly recognized within a given range is known as the 

purity criteria [0, 1]. A value that is close to a single implies a greater level of data clustering 

accuracy and may be computed as follows: Purity = ∑ nrn P(Sr)kr=1            (1) 

where 𝑃(𝑆𝑟) checks the accuracy of cluster r and the number of samples in cluster r and n shows 

the total number of samples. In this sense, we consider the maximum distribution of samples for a 

cluster. 

Fisher's criterion for clustering methods shows the number of groups that are both distant from 

one another and centered around their mean. To calculate the Fisher value, divide the trace of the 

intra-class dispersion matrix trace (𝑆𝑏) by the trace of the between-class dispersion matrix trace 

(𝑆𝑊). In this way, every cluster is regarded as a class. Below are the definitions of between-class 

and within-class scatter matrices: Sb = 1N ∑ LiSbici=1          (2) Sbi = (x − μi)(x − μi)T      (3) 
where 𝐿𝑖 and 𝜇𝑖 are the number of samples and the mean of the ith cluster, respectively. In addition, Sw is 

the summation of all within-class scatter matrices and Swi is the within-class scatter matrix of the ith 

cluster.  Sw = 1N ∑ Swici=1                          (4) Swi = ∑ (xj − μi)(xj − μi)Tjϵli       (5) 𝐹_𝑣𝑎𝑙𝑢𝑒 = 𝑡𝑟𝑎𝑐𝑒 (𝑆𝐵)𝑡𝑟𝑎𝑐𝑒(𝑆𝑊)     (6) 



Davies-Bouldering (DB) index measures the status of two-by-two clusters and for each cluster, the worst 

value is selected. The final value of this index is an average over the worst values of all clusters. The 

similarity measure Rij for the ith, jth clusters is determined as follows:  Rij = si+sjDij    (7) 

where Si and Sj are the variances of the ith, and jth clusters, respectively and Dij is the distance between their 

means. The worst case for the ith cluster maximizes the Rij over the clusters. The DB index is determined as 

follows: 

 𝐷𝐵𝑖 =   𝑅𝑖𝑗      ,    𝐷𝐵 = 1𝐶𝑗𝑀𝑎𝑥 ∑ 𝐷𝐵𝑖𝐶𝑖=1      (8) 

where C is the number of clusters. Silhouette value is determined for each sample and measures its 

belonging to its cluster compared to other clusters. This index is defined below:  S(i) = b(i)−a(i)max [a(i),b(i)]     (9) 

where 𝑎(𝑖) is the average distance of simple i with the other samples in the same cluster and 𝑏(𝑖) 

is the minimum distance of sample i with all samples in other clusters. S(i) can be in the interval 

of [-1, 1], where a negative value implies that this sample does not belong to its cluster and vice 

versa. A positive value in the summation of silhouette values of samples within each cluster shows 

its validity while if this summation is negative, it shows that this cluster should be removed and 

its samples should be assigned to its neighbor clusters.  

4.3. Evaluation results 

The results of applying the proposed method and the compared methods to the considered data 

sets of the purity opinion (for the labeled datasets) and the other three criteria (for the unlabeled 

datasets) are shown in Figures 7 and 10. In this section, we present the findings of our method in 

comparison with other methods, including DBSCAN, STDBSCAN, and PDBSCAN, on the data sets 

described according to the mentioned criteria. Keep in mind that cross-validation is used to 

determine the optimal parameter for each set of data. 

 

 
Figure 7- Purity criteria of the proposed method compared to other methods 
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Figure 8- Clustering results of the proposed method and other methods with Fisher's criterion 

 

 
Figure 9- Clustering results of the proposed method and other methods with the David Boldin criterion 

 

 
Figure 10- Clustering results of the proposed method and other methods with the Silhouette criterion 

 

Table 2 shows the silhouette criterion in this section, together with the results of the grid search 

and the two most important DBSCAN method parameters using the proposed method: 
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Table 2- Parameters of the proposed method on different data 

Datasets 

name 

Best parameter best score Silhouette 

EPS Minpts 

T4.8k 0.9 34 0.001 0.34 

Brich2 0.5 34 0.020 0.235 

Flame 0.8 31 0.324 0.054 

R15 0.9 15 0.291 0.421 

D31 0.9 33 0.211 0.541 

Unbalance 0.9 15 0.001 0.654 

JSI 0.7 34 0.241 0.032 

Yeast 0.6 32 0.310 0.041 

Breast 0.9 34 0.117 0.011 

Iris 0.2 15 0.102 0.081 

wine 0.1 15 0.050 0.091 

Glass 0.2 15 0.002 0.032 

Diabetes 0.3 27 0.001 0.732 

Bupa 0.1 36 0.010 0.401 

 

4.4. Time complexity analysis 

One of the disadvantages of the DBSCAN clustering method is that it is of the order of time O(𝑛2). 

In the proposed method, the proposed method uses a network structure whose dimensions are √𝑛 × √𝑛. We assume that the data is uniformly distributed in the cells. In this case, the number of 

points in each cell will be almost equal to √𝑛. If we use the DBSCAN algorithm for each cell, the 

time complexity of each cell will be O(n). Therefore, the time complexity of the proposed method 

will be approximately O(n× 𝑛2 ). If the improved DBSCAN methods are also used, the time 

complexity of the proposed method will be reduced by the same proportion.  

5. Conclusion 

The DBSCAN algorithm is considered one of the best density-based clustering algorithms that can 

detect clusters with irregular shapes. This algorithm is especially useful for spatial and temporal 

data clustering. Although the time complexity of this algorithm is of the second order, its execution 

time in big data is high. On the other hand, it is not very suitable for identifying clusters that have 

different densities and is not able to identify them correctly. In the method presented in this article, 

the time complexity is reduced by classifying the data, dividing them in a grid, implementing the 

clustering algorithm in each of the grid cells according to Nash equilibrium, and then integrating 

the results. The main idea is that points can be located in a cluster that is also in the neighborhood. 

Therefore, it is not necessary to compare all the points, and it is enough to compare the points that 

are placed in each cell. The output of the proposed algorithm shows that it can perform better than 

the basic algorithm. On the other hand, its time complexity is less than the square of the number 

of points. It is the basic algorithm. 
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